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Abstract

The past decades have witnessed an increased interest in luminescent nanomaterials
because of their broad application prospects, among which luminescence sensing.
From this perspective, luminescent nanomaterials made of wide band-gap inorganic
materials doped with lanthanide and transition metal ions offer unique advantages,
including high sensitivity and physicochemical stability. The optical properties of
these two types of ions differ considerably, making them suitable for different sensing
purposes. Lanthanide ions have narrow emission lines whose energy is minimally
affected by the host material, while transition metal ions feature broader emission
bands whose energy depends on the crystalline environment. A luminescent nanoma-
terial containing both types of ions would feature novel, exciting optical properties.
However, the preparation of such a nanomaterial is not trivial, because of differences
in ionic radius and favoured coordination number.

Herein, a strategy for achieving these nanomaterials is reported. A synthesis protocol
was developed, which affords alkaline-based fluoride nanoparticles that can be doped
with lanthanide and transition metal ions. A thorough optimization of the synthesis
parameter was performed, varying reaction time, temperature, and concentration of
chemical precursors. The obtained oleate-capped nanocrystals are readily dispersible
in non-polar solvents and, when doped with Nd(III) and/or Cr(III) show the typical
emission of these ions.
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Introduction

1.1 Luminescence in Solids

The term "luminescenz" (luminescence) was coined by German physicist Eilhard
Wiedemann in 1888 for all phenomena of light that were not solely conditioned by
the rise in temperature - that is, incandescence. However, luminescent phenom-
ena have fascinated mankind since antiquity, just think of glow worms, the Aurora
Borealis, Bologna stone, as examples.[1]

(a) Solar flare on the left side of the Sun,
incandescence.

(b) Aurora borealis in Alaska, lumines-
cence.

Figure 1.1: Two natural examples of light emission by incandescence or lumines-
cence.

Luminescence is an electronic de–excitation phenomenon that results in the spon-
taneous emission of ultraviolet, visible, and near–infrared photons.
Luminescence is classified into several classes depending on the type of energy used
to excite the electronic transitions, such as light (photoluminescence), heat (thermo-
luminescence), mechanical energy (mechano and triboluminescence). In the case of
photoluminescence, the photon’s electromagnetic radiation is absorbed by provid-
ing the required energy to electrons to move from the ground state to higher energy
states.
Since the electronic structure of a material strongly depends on the state of matter,
it should be stressed that this thesis is limited to solid–state materials with a partic-
ular concern for inorganic nanomaterials. Unlike liquids and gases, the fundamental
units of inorganic solids (atoms or ions) are closely packed and periodically arranged
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2 CHAPTER 1. INTRODUCTION

in long–range (crystals) or short–range (amorphous solids) order. Consequently, in
a crystal, electrons are subjected to a periodic potential (a perturbation) which ori-
ginates from the ions in the lattice and from electron–electron interactions.
The behavior of electrons in a crystalline solid can be modelled by using the time
–independent Schrödinger equations, whose solutions are spatial wave functions for
states of definite energy (stationary states). When the periodic potential is set equal
to zero, the solutions of such equations are plane waves, mathematically described
in exponential form as ψ = eik⃗r⃗. Solving the equation, considering the wave function
to be a plane wave, it is obtained that the electronic energy is proportional to the
square magnitude of the wavevector k⃗. Hence if there is no perturbation, a parabolic
relationship between electronic energy and k⃗ is achieved, shown in Figure 1.2. When

Figure 1.2: Free-electron energy parabola versus k in a one dimensional lattice. Ions
lie in crystal planes (dashed lines) which are determined by the reciprocal lattice
vector G⃗.

the perturbation is taken into account, the Hamiltonian operator in the Schrödinger
equation also contains the potential operator, which describes both the interaction
of an electron with massive atomic nuclei and the electron–electron interaction. The
presence of the electrostatic potential affects appreciably only outer–shell electrons
(conduction electrons), which are called Bloch electrons.
The wavefunction of a Bloch electron can be expressed according to Bloch’s theorem
as the product of a plane wave (eik⃗r⃗) and a function which has the same periodicity
as the lattice (uk⃗(r⃗)):

ψk⃗(r⃗) = eik⃗r⃗ uk⃗(r⃗) (1.1)

To impose that a wave function is periodic on the Bravais lattice it is necessary that
it obeys periodic boundary conditions, called Born-Von Karman. Establishing a⃗i
the i-th primitive basis vector of the real lattice and Ni the number of primitive cells
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along such direction, the Born-von Karman conditions can be written as

ψ(r⃗) = ψ(r⃗ + Nia⃗i) i = 1, 2, 3 (1.2)

Applying Bloch’s theorem to these conditions, a connection between the wavevector
k⃗ and the reciprocal lattice is found. The wavevector k⃗ is also a reciprocal lattice
vector, and therefore

k⃗ =
3∑

i=1

mi

Ni

a⃗∗i → k⃗ =
3∑

i=1

χi a⃗
∗
i mi, χi ∈ N (1.3)

The a∗i are the basis vectors of the reciprocal lattice. It is important here to recall
the correspondence between lattice planes and reciprocal lattice vectors. Given a
set of real lattice planes equidistant and parallel to each other, their orientation
in space can be described using a vector normal to them. By construction, the
reciprocal lattice vector is collinear with this normal vector, and the interplanar
spacing corresponds to the magnitude of the reciprocal lattice vector. The number
of allowed wave vectors k⃗ in a primitive cell of the reciprocal lattice is so equal to
the number of atomic sites in the crystal.
The periodic potential uk⃗(r⃗) in the Bloch theorem can be developed into a Fourier
series in the reciprocal space:

uk⃗(r⃗) =
∑
G⃗

Ck⃗−G⃗ e−iG⃗r⃗ (1.4)

with G⃗ a generic reciprocal lattice vector. Any reciprocal lattice wavevector k⃗ can
be confined to the first Brillouin zone, the set of points reached from the origin
without crossing any Bragg plane in the reciprocal space, shown in Figure 1.3 for a
two-dimensional oblique lattice.
It is to be stressed that electronic states in amorphous materials can not be charac-
terized by a wave vector k⃗ confined to a single Brillouin zone, so the Bloch’s theorem
is no valid in them.

Figure 1.3: The first Brillouin zone for an oblique lattice in two dimensions (light
blue area). Blue dots are reciprocal lattice point, pink lines are perpendicular to
lines that connect the points to each other (black lines).

The value of the wavevector k⃗ is chosen so that:

− π

|R⃗|
≤ |⃗k| ≤ π

|R⃗|
(1.5)
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where R⃗ is the direct Bravais lattice vector. This restriction is always possible
because a vector in the first Brillouin zone can always be written as the difference
between a vector that is not in the zone and another generic reciprocal lattice vector.
Hence, from here on, when referring to the wavevector k⃗, it is restricted to the first
Brillouin zone.
The condition that k⃗ belongs the first Brillouin zone is useful since it implies that
every Bloch state has an unique k⃗. For a fixed wavevector k⃗, there are a set of
Schrödinger equations, one for each generic reciprocal lattice vector G⃗. Solutions of
all these Schrödinger equations can still be expressed as periodic functions of the
wavevector k⃗:

ψn(k⃗) = eik⃗r⃗ un,⃗k(r⃗) (1.6)

where n is a positive integer, called band index. The many different solutions of
the Schrödinger equation for a given k value are identified by such index. For each
n, there is a large number of discrete but closely spaced energy levels (eigenvalues),
which is called energy band. Therefore, the energy levels lie in allowed energy bands,
with an energy gap in between where such energy levels are not present.
The energy gap between two allowed bands, also known as forbidden band, decreases
as the atomic spacing decreases, so for small enough distances such bands overlap.
Bloch’s theorem hence describes the electronic bands and how the geometrical prop-
erties of a crystal are reflected on the electronic properties. In Figure 1.4 it is shown
the energy band diagram in a bulk material.

Figure 1.4: Plot of energy versus wave vector k⃗ for electrons in a lattice in one
dimension. Ions lie in crystal planes (dashed lines) determined by the reciprocal
lattice vector G⃗. The light blue area is the first Brillouin zone.

The partially or fully occupied band of highest energy is called the valence band.
The empty band which is immediately above the valence band is called conduction
band.
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Solids can be classified as conductors, semiconductors, and insulators based on the
relative position of these two bands:

i) In a conductor, the conduction band and the valence band overlap each other.
Since electrons can readily pass into the conduction band these materials are
characterized by high electrical conductivity.

ii) In a semiconductor, the empty conduction band is separated by a narrower
energy gap from the almost filled valence band. Semiconductors are charac-
terized by low electrical conductivity at room temperature.

iii) In an insulator, the energy gap between the valence band and conduction band
is very large. Insulators are poor conductor of electricity.

Actually, semiconductors can be defined as materials that are insulators at absolute
zero, but whose energy gaps are such that thermal excitation can lead to observable
conductivity at temperatures below their melting point. Thermal energy is one of the
main mechanisms to excite electrons to the conduction band. The electrical conduct-
ivity is so strongly dependent on the temperature of the material. Semiconductors
are further split in two categories: direct–band–gap and indirect–band–gap materi-
als. If the valence band maximum and the conduction band minimum have different
wave vectors k⃗, the material is defined as indirect–band–gap semiconductor.[2, 3]

Bloch’s theorem is typically the most important mathematical tool to describe the
electronic band structures of crystalline solid. This interpretation affords the basis
to explain the optical properties of solid, as they are mainly determined by the
electronic structure of the material. However, real crystals deviate from the ideal
model that assumes a perfect periodic crystal. Crystal defects, like foreign atoms
and vacancies, are unavoidable imperfections in real materials that strongly affect
the physical properties of the material because in the neighborhood of such defects
the solid is not the same as elsewhere in the crystal. Impurities and defect centres
in real crystals often have energy levels within the bandgap. Hence, alongside inter-
band transitions, electronic transitions may take place either between the localised
energy levels of the specific centre, or between these levels and the valence and/or
conduction band. The result is that defects and impurities also participate in de-
termining the optical properties of a material.

In addition, the electronic/optical properties of luminescent nanomaterials are dif-
ferent from those of their bulk counterparts, since the reduced dimensionality in
nanocrystalline domains generates sizable changes in the energies of the electronic
band and introduces strong surface effects. Objects of nanoscale dimensions thus
show unusual and unique optical properties that can be also tuned by changing the
size, shape, composition and surface chemistry, to make them amenable to applic-
ation in an array of fields. For these reasons, in recent decades, photoluminescent
inorganic nanomaterials have attracted the interest of the scientific community.
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1.1.1 Optical spectroscopy

Photoluminescence (PL), as aforementioned, is a radiative decay of excited electrons
featured by a wide variety of inorganic materials both in bulk and at the nanoscale.
It can be classified as intrinsic luminescence and extrinsic luminescence depending
on whether the emission of light derives from electronic transitions of ions introduced
voluntarily (doping) or whether it derives from intrinsic defects in the material it-
self.
Intrinsic PL occurs in pure (undoped) inorganic nanomaterials due to interband
transitions or due to transitions at energies below the band gap. The latter are
enabled by the presence of additional energy levels generated by intrinsic material
defects such as vacancies and interstitial ions (e.g., F-centers in ionic crystals).
Extrinsic PL is related to impurity–induced defects, it occurs in nanomaterials in-
tentionally doped with luminescent ions. In this context, typical photoluminescent
inorganic materials are crystalline hosts (dielectrics or semiconductors) doped with
a generally small amount of lanthanide or transition metal ions.
To obtain information on both intrinsic and extrinsic transitions it is necessary to
use an optical characterization technique, in particular PL spectroscopy. Spectro-
scopy is basically an experimental science that deals with the absorption, emission,
or scattering of electromagnetic (EM) radiation from atoms, ions, and molecules. It
can also concern the emission of other types of particles following the bombardment
of photons, such as neutrons, electrons and protons.
The electromagnetic spectrum is the classification of EM waves according to their
various wavelengths/frequencies. It includes wavelengths of electromagnetic radi-
ation ranging from short–wavelength gamma rays to long –wavelength radio waves.
It is divided by convention into seven spectral regions; radio waves, microwaves,
infrared, visible and ultraviolet light, X–rays, and γ–rays. Each portion of the
spectrum has quantum energies appropriate for the excitation of certain types of
physical processes. Optical spectroscopy mainly concerns itself with the region in
the electromagnetic spectrum starting in the ultraviolet (at λ ∼ 200 nm, E∼ 6 eV)
and continuing until the near–infrared (at λ ∼ 3000 nm, E∼ 0.4 eV), see Figure 1.5.
Such wavelength range is called optical range.

When impinging on matter, electromagnetic waves spanning in the wavelength range
from 200 to 30,000 nm may undergo several fundamental interactions, like absorp-
tion, reflection, refraction, transmission, luminescence, elastic and inelastic scatter-
ing.
Reflection is the physical phenomenon in which the incident waves bounce back after
interacting with external (surface reflection) or internal surfaces (volume reflection),
resulting in reflected waves.
Refraction is when part of the incident waves change their direction of propagation
inside the matter. While propagating through the material, such refracted waves
can be transmitted, scattered or absorbed.
Transmission is when the EM waves pass and leave the material, the intensity of the
transmitted beam is lower than the incident radiation due to reflection, scattering
and absorbance.
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Figure 1.5: Electromagnetic spectrum showing the energy of one photon and
wavelength. The blue rectangles highlight the portion of the EM spectrum rel-
evant to optical spectroscopy.

Scattering, also known as diffusion, is a physical phenomenon in which the refrac-
ted waves spread in several directions due to elastic or inelastic processes. Elastic
scattering, also called Rayleigh scattering, is the process in which the loss of energy
is negligible, so diffused waves have the same frequency of the incident ones. In
inelastic scattering, usually called Raman scattering, the scattered photons have a
different energy compared to the incident ones due to a frequency shift.
Finally, absorption occurs when the energy of the electromagnetic radiation is high
enough to allow an electronic transition from the ground to the excited state.

A brief explanation of how electrons are distributed within atoms is necessary to
describe an electronic transition and the different transitions that can occur in trans-
ition metals and in lanthanides. For this purpose, a quantum mechanical approach
has to be used. A multi-electron ion is treated as a system of Z electrons moving
independently to each other, so the overall time-independent Schröedinger equation
can be split into a set of Z equations with the same form. From the resolution of
the various eigenproblems, it can be concluded that the energy of electrons depends
on the number of subshells (angular quantum number ℓ) as well as on principal
quantum number (n).
In the ground state, electrons must fill all subshells in such a way as to minimize
the total energy of the atom, but not exceed the capacity 2(2ℓ + 1) of any subshell.
Each value of ℓ describes the shape of the orbital, and there are four subshell: s
(ℓ=0), p (ℓ=1), d (ℓ=2) and f (ℓ=3). The number of orbitals and their orientation
within a subshell is defined by the magnetic quantum number, denoted by the sym-
bol mℓ. The orientation of the spin axis of a single electron is specified by the spin
quantum number ms. For a multi-electron atom, the total spin quantum number S
can be also defined, viz. some of all ms number.
The orbitals of a given set p, d or f of an isolated atom are treated as having equal
energy, i.e., they are degenerate. However, degeneracy is not a valid approximation
when the atom is in an asymmetric field. Hence, five d orbitals (in d-block elements)
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as well as seven f orbitals (in f-block elements) are not degenerate when ions are not
isolated.

Absorption
Now that distribution of electrons within an atom in the stationary state has been
clarified, it is possible to properly describe the processes that are involved in photon
absorption. Considering a two-state system m and n (non-degenerate stationary
states) and an electromagnetic wave of frequency ν, absorption consists in the pro-
motion of some electrons from m to n by absorbing incident photons. It happens
only if the energy separation between these states is equal to the energy of the
incident photon.

∆E = En − Em = hν (1.7)
In some situations, multi–photon absorption can also occur, in which several photons
are absorbed simultaneously to achieve the excited state.
Since the XVIII century the relation between the quantity of light absorbed with
the thickness of a material has been empirically proven, first by Pierre Bouguer
and then by Johann Heinrich Lambert. Over the following century this relationship
was expanded by also demonstrating the correlation with the concentration of the
absorbing substance by August Beer.[4]
This empirical law can be expressed as:

I(ν) = I0(ν) e
−α(ν) x (1.8)

Where α(ν) is called extinction (or attenuation) coefficient at specific frequency ν
and x is the thickness of the material, also called optical path length. The ratio
between the intensity of transmitted radiation (I) and that of incident beam minus
the reflection losses (I0) is termed transmittance, and its negative natural logarithm
is defined as absorbance. In Beer–Lambert law, scattering is implicitly considered
negligible, the attenuation of the incident intensity (removed the part lost as reflec-
tion) is only associated to absorption phenomenon.
The attenuation coefficient α(ν) is associated to the maximum value of absorbance,
but it does not give any information about the width of the absorbance band. It
is to be stressed that this experimental factor is characteristic of the material. To
understand the origin of α(ν), the probability that an electronic transition occurs
has to be introduced.

The selection rules
The probability of an electronic transition between two states can be expressed in
term of transition dipole moment R⃗nm. It is a transient dipolar polarization created
by the interaction of photons with the ion. The transition dipole moment involves
an integral over all three Cartesian coordinates

R⃗nm =

∫
ψ∗
n µ⃗ ψm dτ (1.9)

The square of the magnitude of R⃗nm corresponds to the transition probability of
exciting an electron from ψm to ψn. Hence, a transition is considered allowed when
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R⃗nm is different from zero.
Some rules governing transitions can be formulated by analyzing the transition di-
pole moment, the so-called selection rules. They formally constrain the transition
of a quantum mechanical system from one state to another.
Electronic transitions obey two selection rules: the spin rule and the Laporte rule.
The first states that a change in spin multiplicity is forbidden, concisely ∆S=0.
Some deviations of the spin rule can happen. They are caused by the spin –orbit
coupling, the interaction between the electron’s spin and its orbital motion around
the nucleus. Spin-forbidden transitions are usually one to two order of magnitude
weaker than the ones obeyed by the spin rule.

The Laporte selection rule states that a transition must involve a change in parity,
∆ℓ=±ℓ. The transition dipole moment is non-zero only if two wavefunctions ψn

and ψm are of opposite parity, and they can be either even-function (gerade, g) or
odd-function (ungerade, u).
Deviations of the Laporte rule can happen due to some perturbations of the sym-
metry properties of the sites. The electronic transitions involved in emission of
lanthanides and transition metals are exceptions to this rule, they are discussed in
the paragraph 1.1.3.

Absorption cross section and attenuation coefficient
The intensity of absorbance bands arising from allowed- and forbidden- electronic
transition at the same conditions (same length of light path and quantity of absorb-
ing material) are different. This suggests that the empirical absorption coefficient is
related to the probability of absorption occurring. The rate of change of population
density in the lower state (m) due to the induced absorption can be written as:

∂Nm

∂t
= −Bmn ϱ(ν) Nm (1.10)

Bmn is defined as Einstein coefficient, and ϱ(ν) as the energy density of the electro-
magnetic waves at given frequency ν, also termed as spectral radiation density. The
Einstein coefficient is independent of properties of the electromagnetic radiation.
Bmn is related to the wave functions ψm and ψn of the combining states through the
magnitude of the transition dipole moment R⃗nm, so that

Bmn =
8kπ3

3h2
|R⃗nm|2 (1.11)

where k is known as Coulomb’s constant (intrinsic property of the material depend-
ent on the relative permittivity) and h is the Planck’s constant.
Einstein’s coefficient is therefore proportional to the transition probability, and it
can reasonably be related to the transition probability per unit time, called absorp-
tion cross-section σA(ν).

Bmn = ℏ λ σA(ν) (1.12)

where ℏ is the reduced Planck’s constant and λ is the wavelength associate to the
wave frequency by the fundamental relationship λ = c

ν
with c (speed of light). The
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change in the intensity of incident light due to absorption in terms of absorption
cross-section σA(ν) can be calculated

dI

I
= (Nm −Nn) σA(ν) dx (1.13)

Integrating the previous equation over I on the left and over the position on the
right, then integrating also the attenuation coefficient over all possible frequencies
ν, a relation between attenuation coefficient and absorption cross-section can be
obtained:

αA(ν) = NσA(ν) (1.14)

with N the number of ions/molecules per unit volume.[5–7]
If absorption is associated to absorbing atoms or ions, such as dopant ions in some
transparent crystalline material, the absorption coefficient is the product of the dop-
ing density (number of ions per unit volume) and the absorption cross–section at
the relevant optical wave frequency.[8]
Once the radiation is absorbed, the system is in an excited state and can release
through different mechanisms the absorbed energy.

Relaxation mechanisms of a system after photoexcitation
The energy of an excited state is lost by a combination of radiative and nonradiat-
ive processes (i.e. loss of energy as thermal energy). When the system returns to
the ground state by spontaneous emission of photons, the process is called photolu-
minescence (PL). Experimentally, the excitation photons are commonly converted
into lower energy photons by the luminescent matter. The difference between the
wavelength at which the ion emits light and that at which it was excited is referred
as Stokes shift. This energy variation is associated to the nonradiative decay mech-
anisms and most of them result in the emission of phonons. Lattice vibrations have
a key role in optical spectroscopy, and in particular in PL spectroscopy.
A powerful tool for visualising the different physical processes, radiative and non-
radiative, that can occur after a material has been photoexcited, is the Jabłonski
diagram, shown in Figure 1.6.

The non–radiatively loss of energy by electrons can happen before the PL, thereby
reducing the number of emitted photons. It is known that each electronic energy
level of an ion has a set of vibrational levels which are also quantised. The energy
separation between the ground state and the next higher electronic level is on the
order of the visible-ultraviolet light, while that between two vibrational levels is on
the order of the IR waves.
Electrons can decay to lower either vibrational states or electronic states through
vibrational relaxations, internal conversions, and quenching, for examples.

Vibrational relaxation can happen because excitation usually occurs to a higher
vibrational level of the target excited state. So electrons are excited by incident
radiation from the lowest vibrational level (vibrational quantum number v equal
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Figure 1.6: Jabłonski diagram. In pink the photoexcitation, in blue several decay
pathways. Wavy lines represent non-radiative relaxations, and straight lines for two
radiative processes. Q stands for thermal quenching.

to zero) embedded on the electronic ground state (label as S0 with energy E0) to
an excited vibrational level (v ̸= 0) within an excited electronic state. Vibrational
relaxation consists in the decay by phonon emission (one or more) to the ground
vibrational level. It takes place prior to luminescence since it occurs within 10−14

–10−12 s, a time shorter than typical luminescence lifetimes (∼ 10−12 –10−10 s).

Internal conversion is another mechanism through which electrons can lose part of
their absorbed energy. It happens when a vibrational state of an electronically ex-
cited state couples (interacts) to a vibrational state of a lower electronic state. The
excited electron decays from a vibration level in one electronic state to another vi-
bration level in a lower electronic state. It rarely implies transitions towards the
vibrational ground state within S0. The time period of this process is of the order
of 10−12. However, for this mechanism to be put in place, a requirement should be
fulfilled: the vibrational energy levels should strongly overlap with the electronic
energy levels. This condition usually appears at energy levels higher than the first
excited state and/or when there is a strong electron –phonon coupling.
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Non-radiative relaxation can also occur through thermal quenching, a phenomenon
strictly related to the temperature. When the temperature is raised, the extinction
of the luminescence is observed due to the thermal population of higher vibrational
levels (v ̸=0) within the electronic ground state S0. Electrons can so move from an
excited electronic state to S0 but in a vibrational level that is not the lowest one.
This is the underlying phenomena of all luminescence thermometry measurement
principles.

Another non-radiative decay can occur when an excited center, like a dopant ion,
transmits its excitation energy without photon emission to a second nearby center,
thus transferring energy. In that case, impurities that absorb excitation radiation
and transfer their energy to other ions are called sensitisers (or donor), and those
that accept such energy are called activators (or acceptor).
The energy transfer can happen when the difference between two energy levels in the
donor/sensitiser is resonant to the energy gap in the acceptor/activator. Otherwise,
the energy transfer process may occur if the lack of resonance between the energy
difference is compensated by lattice phonons with appropriate energy.
This non-radiative mechanism explains also the luminescence concentration quench-
ing, namely if initially the PL enhances as the concentration of dopant ions increases,
once a threshold value is reached it undergoes a progressive decrease (quenching
starting point). Such value of concentration is the one at which the average distance
between luminescent centers is small enough to enable energy transfer. Generally,
as the concentration of luminescent centre is increased above 10% the phosphor ef-
ficiency decreases.[9]
When the energy transfer is very efficient (many impurities all close together) the
excitation energy can migrate between a large number of centers before being emit-
ted. However, this migration increases the possibility that the excitation energy is
transferred to quenching traps (e.g., defects) rather than to another luminescent ion.
These centers can relax to their ground state by multiphonon emission or by infrared
emission. After an excitation energy migration or even without, PL can undergo
a quenching also due to cross–relaxation. This process consists in the transfer of
absorbed energy between two different centres, but this mechanism leaves both ions
with electrons in lower energy levels.

When there is a pair of electrons in the ground state, their spins may or may
not change after photoexcitation. When the transition is spin-allowed, the excited
state is called singlet and electrons has an antisymmetric configuration. Otherwise,
electrons are in a symmetric configuration and the excited state is called a triplet.
The Coulombic repulsion is less intense in the triplet state energy, so the energy
of the lowest triplet state is usually lower than that of the first excited singlet
state. A non-radiative transition between two electronic states with different spin
multiplicity may happen, and it is called intersystem crossing. In Figure 1.7 is
reported a schematic drawing of singlet and triplet states.

Finally, the radiative release of absorbed energy is PL. This is a generic term that in-
cludes two main phenomena: phosphorescence and fluorescence. The first is achieved
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Figure 1.7: Schematic representation of singlet and triplet states. Wavy arrow
represents the incident photon.

by radiative decay of electrons from the triplet excited state to the ground state. It
is long-lived PL, it continues long after the photoexcitation has ceased. Fluorescence
arises from the decay of electrons from the singlet excited state to the ground state
(spin-allowed transitions). It ceases shortly after photoexcitation of the material.

Efficiency of light-conversion
The emission processes most exhibited by phosphors are: downshifting, downcon-
version, upconversion and resonance emission. When the frequencies of the emitted
and absorbed photons are identical, the emission is resonant, and the energy con-
version is 100%. When the luminescent material converts the excitation photons
into lower energy photons (longer wavelength), the emission is termed downshifting.
When the nanomaterial is an upconverter it absorbs several lower energy photons
and combines them to yield a higher energy photon, reducing the quantum yield.
On the contrary, downconversion nanomaterial converts a higher energy excitation
photon into several lower energy ones.

Three spectroscopic key parameters are often used to assess the efficiency of the
conversion of absorbed photons into emitted photons of light–emitting nanomateri-
als: the PL quantum yield (PLQY, Φ), the brightness and the quantum efficiency.
The first parameter is defined as the ratio of the number of photons emitted to the
number of photons absorbed in the stationary regime, so the equation is not time
dependent.

Φ =
number of emitted photons
number of absorbed photons

(1.15)

The PLQY is so 100% only when for each absorbed photon one photon is emitted.
In common language, the term brightness is often used to describe the intensity
with which luminescent materials emit light. From a scientific point of view, the
brightness of a phosphor depends on the relative number of emitted and incident
photons. It is defined as the product between the PLQY and the molar extinction
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coefficient ϵ (α(ν) per mole of substance).[10]

β = Φ ∗ ϵ (1.16)

Brightness is a good parameter to get an idea of the intensity with which luminescent
materials emit light as it considers both absorption and emission efficiency providing
a more complete view of the phenomenon. However, PLQY and β being no energy-
dependent are not enough to get a complete insight in PL. Thereby, the quantum
efficiency η should be also taken into account. This parameter is defined as the ratio
between the energy of emitted photons over the energy of excited photons. The
energy of photons is proportional to the intensity, so the quantum efficiency η can
be calculated in terms of intensity.

η =
Iem
Iabs

(1.17)

The quantum efficiency η is 100% only for resonance emission and smaller for all
the other emission processes.[10]

Given the variety of electronic transitions that give rise to PL and of ways to fine-
tune it by controlling severe parameters, plenty of possible luminescent nanomater-
ials (nanophosphors) exists.

1.1.2 Classification of nanosized phosphors

Photoluminescent inorganic nanomaterials can be classified based on their chemical
composition in:

– Metallic nanoparticles, usually gold, silver, platinum, copper. Their physical
and chemical properties strongly depend on the size, shape, composition and
even architecture of the assembly. The PL of metal nanoparticles is mainly
attributed to the quantum confinement effect (their size is usually a few nano-
meters so the effect is very important) and to the charge transfer due to the
interaction between the metal nucleus and the ligands on the surface of the
nanoparticles. nanoparticles.[11, 12]

– Metal halide perovskites nanomaterials, they have a general chemical formula
of ABX3, where A is a monovalent cation like Cs+ and Rb+, B is a heavy
divalent cation (Pb2+, Sn2+, Bi2+), and X stands for a halogen (Cl−, Br−,
I−). This variability in the chemical composition, along with different obtain-
able crystal structures, results in perovskites with a wide range of electronic
structures.[13]

– Metal oxides nanoparticles, two most relevant types are rare earth metal ox-
ides (REMOs) and transition metal oxides (TMOs) nanomaterials. These
nanomaterials exploit the characteristic luminescence of transition metal and
rare–earth ions, that are explained in detail in the next paragraph 1.1.3. Their
emission bands span the visible and near–infrared spectral ranges depending
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on the metal ion. Some relevant examples of metal oxides nanoparticles are
SnO2, Fe2O3, CoFe2O4, ZnO, CeO2 and Gd2O3.[2, 14]

– Perovskite oxides nanomaterials, they have a general chemical formula of
ABO3, where A and B denote two different cations, A is usually an alkali
metal or alkaline earth cation, and B is usually refers to Ti4+, Ta4+ and Nb5+.
Most of them are semiconductors with wide band–gap energies.[15]

– Quantum dots (QDs), they are semiconducting nanoparticles, containing a
hundred to a thousand atoms. Their chemical composition is quite variable,
they combine d-block or post-transition metals (only in group 13 or 14) with
N3−, P3−, As3−, Sb3−, S2−, Se2− or Te2−. Some relevant examples are CdTe,
CdSe, CdS, PbSe, (CuInS2), CuS, Cu2S,Cu3N, Cu3P, Ag2S and zinc sulfide
(ZnS). The PL emission of quantum dots can be tuned, alongside their chem-
ical composition, by their size. The origin of the size dependence of the lumin-
escent properties of quantum dots can be traced to the spatial confinement of
quantum particles due to the limited size of the nanocrystals. The decrease in
size of QDs gives rise to an increase in energy band gap and brings out discrete
energy levels near the band edges, and so the wavelength of emitted photons
is shorter (blue–shift). [16–20]

– Carbon–based nanomaterials, they are mainly carbon nanotubes, graphene
(GQDs) and carbon (CQDs) quantum dots. Usually these materials exhibit
tunable PL, depending on chemical structure or size they show wide or narrow
optical emission in the visible or near infrared regions. Concerning GQDs,
visible transitions are absent in pure graphite, but when some defects are
introduced in graphite structure some changes are consequently created in the
graphite electronic band, allowing even non–interband transitions.[21, 22]

– Metal halides nanocrystals, they are ionic compounds composed of alkali –metal,
alkaline–earth, transition metal or lanthanide cations, and fluoride, bromide
or iodide anions. Alkali and alkaline–earth metal halide nanomaterials display
mainly PL in the ultraviolet region of the electromagnetic spectrum. Some rel-
evant examples are NaI, CsBr, CsCl, CsF, RbF, BaF, BaF2 and CsMgCl3.[23,
24] In transition metal or lanthanide halides, PL is associated with the elec-
tronic transitions of the ions themselves, which will be widely described in
paragraph 1.1.3. Examples include: FeCl2, K2CuCl3, LnCl3 (Ln = La3+, Nd3+,
Sm3+, Eu3+, Gd3+, Tb3+ or Yb3+).

– Nanomaterials doped with luminescent ions, the PL phenomenon depends on
the type of dopant, as well as on the lattice in which such ions are incor-
porated. Most used activators are transition metal (Sc–Zn and Y –Cd ions)
and lanthanide ions (Ce3+–Yb3+). The electronic transitions involved in pho-
toluminescent phenomena can be 3d10–3d94s, 3dn–3dn, 4dn–4dn, 4fn–4fn and
4fn–4fn-15d, leading to a wide variability in shape, number and location on
the electromagnetic spectrum of generated emission peaks.[25] In paragraph
1.1.3 and section 1.2 it is explained in detail the involved mechanisms on the
PL shown by transition metal and lanthanide ions, and an overview of host
characteristics will be given with some examples of the most common nano-
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materials.

1.1.3 The d- and f- block elements

In the previous section, it has been mentioned how the presence of luminescent
centres contributes to the optical properties of luminescent nanomaterials. Centres
in inorganic solids that are of interest from an optical standpoint include lattice de-
fects –also called color centers –like vacancy centres in ionic crystals and recombin-
ation centres in semiconductors, and multi-electron impurities like transition metal
and lanthanide ions. The optical properties of lanthanide (Ln) and transition metal
(TM) ions differ considerably due to the distinct physical interactions involved. This
subsection describes the differences between these cations and the physical phenom-
ena that govern their luminescence underlining both advantages and disadvantages
of their use as dopants. In particular, the luminescent properties of an ion are de-
scribed by considering energy levels of the free ion, and then how the host crystalline
material can influence the electronic structure of the ions.

The transition metals

When the angular quantum number ℓ is two (d-orbital), orbitals have "four leaf
clover" shape, and the magnetic quantum number mℓ range from -2 to 2 (-2, -1, 0,
1, or 2). These five subshells, one for each mℓ value, are dxy, dyz, dxz, dx2–y2 and dz2 .
The image in Figure 1.8 represents the shapes of d-orbitals in Cartesian coordinates.

Figure 1.8: Shape of the one-electron d orbitals in a Cartesian space.

Transition metals are 35 elements with incompletely filled d orbitals. According
to the International Union of Pure and Applied Chemistry (IUPAC), they include
elements of the d block with the exception of group 12 elements (zinc, cadmium,
mercury and copernicium) since they have a d10 configuration.[26] The so–called d
block is divided into four series, each of them corresponds to the filling of 3d, 4d,
5d, or 6d shells respectively. There are minor deviations from this pattern, however.
The metals in the fourth Period (Rf –Cn) are all synthetic elements, so they are not
considered as they are not relevant for use as dopant ions.
In between the 4d and 5d levels is interposed the first f-sublevel, the 4f shell, which
fills up after lanthanum. The atomic and ionic radii of elements in 4f-block gradually
decrease with the increase in the atomic number. This contraction is approximately
equal to the normal increase in size between one Period and the next, thus balancing
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the expected increase between the second and third series, viz. those filling the 4d
and 5d shells. The main consequence of the resemblance in size of the pairs of heavy
elements (Zr/Hf, Nb/Ta, Mo/W, etc.) is their similar chemistry. Therefore, each
transition Group consists of three members (triad) and it can be split in two parts:
the lightest element with its individual chemistry, and the pair of heavy elements
with their similar chemistries. All d and s electrons are involved in the chemistry
of the preceding elements, but once the d5 configuration is exceeded, there is less
tendency for d electrons to react. The main difference between the lighter element
and the others in the same transition group, is the stability of the oxidation states.
Higher oxidation states are more stable for 4d/5d elements due to the shielding of
valence electrons from the nuclear charge, which is now stronger. The number of
ligands adjacent to a metal ion in a complex, coordination, or crystalline compound,
is termed as coordination number (CN) and it determines the geometry around the
central metal ion. The most common coordination geometries for transition metals
are square planar (CN=4), tetrahedral (CN=4) and octahedral (CN=6). Larger
elements commonly exhibit higher coordination numbers, probably because more
ligands can fit around the ion. Hence, for example, a transition metal like chro-
mium has +3 as its most stable oxidation state and it supports low coordination
numbers, typically 4 and 6.

When a transition metal ion is bound to some ligands, its orbitals pointing along
the same axes as the functional groups, are more perturbed than orbitals that lie in
other directions. Since ligands are regions of negative charge, those orbitals that lie
in their same direction are sitting in a region of higher negative field than the non-
aligned orbitals; as a result the electrons move as far apart as possible. Therefore,
five d orbitals and three p orbitals are no longer degenerate, those which are found
in the directions also occupied by the ligands have greater energy than the others.
The size of the splitting of degeneracy depends on the size of the ligand field and
this, in turn, depends on the distance of the ligand and thus on the intensity of the
attraction between the central atom and the ligand. Such ligand fields occur in all
chemical environments. The effect of the crystal field is significant for d orbitals and
gives rise to the unique properties of transition metals. The effect of the crystalline
field on d-orbitals is illustrated only for the octahedral geometry which is the subject
of the experimental part of this thesis work.
When the coordination number is six, ligands are usually placed at the plus and
minus ends of three coordinate axes x, y and z. Therefore, the dxy, dyz, dxz orbit-
als are off-axis, unlike dx2–y2 and dz2 that point directly at the ligands. As result,
dxy, dyz, dxz orbitals are degenerate, and they are stabilised relative to the other
two. Electrons in orbitals dx2–y2 and dz2 are also identical in energy, but they are
destabilized.
The combined energy level diagram is composed of two upper degenerate orbitals,
identified by the symbol eg, and three lower degenerate orbitals, labelled as t2g. Such
energy difference ∆E between eg and t2g is termed as crystal field splitting energy.
The magnitude of the total energy separation is determined by the strength of the
crystal field, two extremes being called weak field (small ∆E) and strong field (large
∆E). The magnitude of ∆E depends on the ligand and on the nature of the transition
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metal ion. The crystal field splitting energy for octahedral complex is often repres-
ented with the symbol ∆oct. It can be measured spectroscopically by observing the
energy of the electronic transitions between the t2g and eg orbitals, because the emis-
sion of transition metal ions arises from d-d transitions. Such electronic transitions
usually lies in the visible or near-ultraviolet region of the electromagnetic spectrum.
The nature of the transition metal ion also affects the crystal field splitting energy.
The value of ∆E increases by about 30% between members of the same Group in
successive Periods.
Transitions that give rise to PL of a given transition metals in a crystalline nano-
material is thus strongly dependent on the surrounding environment. The stronger
is the crystal field, the higher is the value of ∆E.
So far the atomic orbitals of transition metal ions have been discussed, but further
aspects should be described to understand the spectroscopic properties of such act-
ive optical centres. Hence, the theory of the ligand field shall be introduced.
The d-d transitions, that give rise to PL, are electronic transitions that occur
between molecular orbitals (MO) which has mostly metallic character.
The ligand field theory (LF) was simultaneously introduced by Hans Bethe and John
Hasbrouck van Vleck in the 1930s. It is the combination of two theories: the crystal
field theory, which considers only ionic interactions (electrostatic theory), and the
molecular orbital theory, which assumes interactions with only covalent character.
According to the LF model, the metal –ligand bond has ionic as well as covalent
character.

Transition metals belonging the first row (Ti-Cu) has nine atomic orbitals: five 3d
atomic orbitals 3dxy, 3dyz, 3dxz, 3dx2–y2 and 3dz2 , scilicet the sum of the aforemen-
tioned orbitals t2g and eg, the 4s orbital, and three 4p orbitals px, py and pz. Thus,
still referring to an octahedral site, there are six metal orbitals directed towards the
ligands: the 4s that potentially overlap with all ligands, and five on-axis orbitals
3dx2–y2 , 3dz2 , px, py and pz. Each type of bonding produces a favorable energetic
situation, σ or π bonding (depending on the donor atomic orbitals), and an un-
favorable energetic situation, σ∗ or π∗ antibonding (from destructive interference
of electron wavefunctions). Hence, in an octahedral geometry, the interactions of
six transition metal atomic orbitals and the donor orbitals give rise to six bonding
molecular orbitals (labelled as a1g, t1u, eg) and six antibonding molecular orbit-
als (labelled as e∗g, a∗1g,t∗1u). Three degenerate non-bonding orbitals from the metal
centre are termed, like in the crystal field theory previously illustrated, t2g. Filling
the molecular orbitals with the twelve electrons from the ligand, the next available
molecular orbitals that can be filled with d-electrons are three non-bonding MO
and two antibonding MO e∗g. So the overall molecular orbital energy level diagram
consists of seven MOs, and strongly depends on the type of donor ligand.[2, 27–29]
When a transition metal is in a octahedral site, many absorption transition can
happen between three non-bonding MOs and two anti-bonding MOs, from each t2g

to each e∗g. In principle, such transitions should require the same energy, practically
there are also some differences due to the contribution in the Hamiltonian of the
potential energy associated to the electron-electron repulsion.
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To summarize what it has been illustrated so far, small transition metal ions like
Chromium (III) prefer low coordination number (4 and 6), and when they are not
isolated their energy level structure is significantly affected by the surrounding en-
vironment, that is the host material where these ions are incorporated. In addition,
the d-d transitions for configurations other than d1 are rather more complicated, for
example, d3-transition metal ions (like Cr +

3 , [Ar] 3d3) has three electrons on three
t2g orbitals.

The lanthanides
When the angular quantum number ℓ is three (f-orbital), the orbitals have fairly
complex shapes. There are seven subshells given that seven magnetic quantum
number are available (mℓ = -3, -2, -1, 0, 1, 2 or 3). The image in Figure 1.9 repres-
ents the shapes of f-orbitals in Cartesian coordinates.

Figure 1.9: Shape of the one-electron f orbitals in a Cartesian space.

The 28 elements with filled f orbitals are equally split in two series, namely lanthan-
ides and actinides. Actinides (Ac –Lr) are chiefly synthetic elements and are not
relevant for use as dopant ions. Scandium, yttrium, lanthanum and fourteen 4f-
block elements are together called rare earth elements (REEs). Their purported
rarity does not refer to a low natural abundance, but to their non-trivial extraction
from the minerals in which they are contained as well as their subsequent separa-
tion. The electron configuration of a lanthanide ion is [Xe] 4fn 5d0−1 6s2. The 5d
and 4f levels are very close in energy, because of that, gadolinium - element with
64 electrons - has the electronic configuration [Xe]4f7 5d1 6s2 and not [Xe]4f8 6s2.
Instead of filling one of seven 4f orbitals with another electron, it is placed in a
5d orbital. As aforementioned, the atomic and ionic radii of lanthanides gradually
decrease with the increase in the atomic number. This effect is called lanthanide
contraction and it consists in a small but steady decrease from lanthanum (La, no f-
electron) to lutetium (Lu, 14 f-electrons) due to the slow increase in effective nuclear
charge as the f electrons are added. Then, however, lanthanides are very close in
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size, variations no greater than 20 pm, causing the chemistry of lanthanide elements
to be similar. Lanthanide ions can have coordination numbers ranging from 6 to 12.
Many lanthanides have the oxidation state III as the most stable electronic config-
uration, in which two 6s electrons and one 4f (or 5d) electron are lost. However
there are some stable ions even at different oxidation numbers, i.e. Ce (IV) and
Eu (II). During ionization, lanthanides lose 6s electrons before 4f electrons, so Pr3+
has configuration [Xe]4f2 and not [Xe]6s2, and this trend is abide by all lanthanides.
This loss of electrons in the 6s orbital before those in the 4f, as well as the less
pronounced effect of the crystalline field on the f orbitals compared to the d orbitals
(experimentally proven) originate from the particular nature of the f orbitals them-
selves.
To understand the reason behind these features of the 4f–elements, it is necessary to
introduce the probability density of finding the electron inside a differential volume
dτ , namely the absolute square of the wavefunction, that is a function of the spher-
ical coordinates r (radial distance), θ (polar angle) and φ (azimuthal angle).
In this context, it is more suitable to focus in the radial probability function for
hydrogen-like orbitals |ψ∗ψ| r2, which refers to the probability of finding an electron
at a given distance. ψ is the radial wavefunction. The maximum of the radial prob-
ability function for 4f is located at lower distance from the nuclei compared to those
for the 5d and 6s orbitals, as shown in Figure 1.10.

Figure 1.10: Radial distribution probability densities D(r) = |ψ|2 r2 for 4f, 5s, 5p, 5d,
6s, and 6p orbitals of Nd atoms with the ([Kr]4d105s25p66s24f45d06p0) configuration.
Distance from nucleus is on the x-axis.[30]

Therefore, electrons in the 4f orbitals undergo a greater electrostatic attractive force
than that for electrons in the 6s and 5d orbitals. This would be enough to explain
the loss of 6s-electrons, instead of the 4f electrons, due to ionization. But, the
penetration of 4f orbitals is further favored, because even electrons of the 5s and 5p
sublevels would appear to be further away from the nucleus than the electrons of the
4f sublevel. This implies that these orbitals do not take part in the shielding of the
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4f electrons from the electrostatic force exerted by the nucleus. In conclusion, the 4f
orbitals shall be considered as inner sub-shell, they do not extend out far enough to
join in bonding to any appreciable extent. Hence, they are non-significantly affected
by the surrounding environment, the ligand field crystal splitting is very slight, less
than about 10% in energy. In lanthanide ions, an exponential decrease in the multi-
phonon emission rate with an increasing energy difference involved in the transition
is experimentally proven. This is because large energy gap between levels means
large energy that should be compensated by the lattice vibrations, and the interac-
tion, as mentioned, of the ion with the lattice is weak.
To summarize what it has been illustrated so far, lanthanide ions like Neodymium
(III) prefer high coordination number (6-12). Due to the penetration of 4f-orbital,
the perturbation of the energy level structure of such ions by the surrounding en-
vironment is little noticeable. Consequently, the emission bands of lanthanide ions
in a crystalline host nanomaterial resemble those of a free ions.

Luminescence of transition metals and lanthanides

In paragraph 1.1.1, the selection rules governing optical transition has been illus-
trated. In the framework of PL of transition metals and lanthanides, the par-
ity/Laporte rule is particularly relevant. When the cations occupy sites with in-
version symmetry the transitions involved in the emission of these ions are electric
dipole-forbidden. However, transition metal ions exhibit PL stemming from d-d
transitions and lanthanide ions from f-f transitions even when the ions occupy sites
with apparent inversion symmetry like octahedral sites. The rule is partially relaxed
mainly due to two reasons: the d and f orbitals can mix with other orbitals of the
ligands/anions generating some differences in the parity of these orbitals and lattice
vibrations might move the ion from a perfectly symmetric coordination generating
orbital admixing.

Threfore, the exceptions of Laporte rule are caused by some perturbations of the
symmetry properties of the sites and to realise the reasons behind them, the dy-
namics of the ion and its surrounding environment has to be considered. Until now
it has been assumed that the optical center is located in a static lattice. However,
in a real crystal, the ion is part of a vibrating lattice, and it can also participate
in the possible collective modes of lattice vibrations. A lattice vibration introduces
a periodic distortion of the environment, especially in the separation between ad-
jacent atoms. In a first approximation, atomic vibrations could be associated with
a 3D-harmonic oscillator, however there is also an anharmonic contribution which
leads to the deviation of the real movements from the model. In addition to the
non-pure anharmonicity of lattice vibrations, the forces acting between the ions are
not solely neighboring forces, every atom belonging to the lattice contributes to the
overall motion in a real crystal.
However, for simplicity the vibrations of the optical center and the ions surrounding
it are considered hereinafter as harmonic vibrations (normal modes). The loss of
inversion symmetry, and therefore the non-applicability of Laporte’s rule, can still
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be interpreted using this ideal model.
For an ion in a vibrating crystalline environment, the Hamiltonian operator should
include a coupling term which depends on both electronic and nuclear coordinates.
This implies that the factor should not be written as a product of two contributions.
Most treatments of vibronic coupling implicitly neglect the possible electronic degen-
erations of the states involved in optical transitions in order to reduce the complexity
of determining the effects of electron-phonon coupling. However, orbital degenera-
tion exists and when it is taking into account, the coupling of electrons and lattice
vibration is called the Jahn-Teller coupling. Such interaction is particularly relevant
in octahedral complexes, in which as explained above, the electronic states of a trans-
ition metal ion are split into three-fold degenerate (triplet) t2g states and two-fold
degenerate (doublet) eg states. These states may couple to some vibrational modes,
leading to a decrease in energy and in symmetry of the system and consequently
deviation from the Laporte rule. The centre of symmetry in the octahedral complex
is so temporary lost due to lattice vibrations. When the system does not possess
the centre of symmetry, mixing of d and p orbitals can occur, given that the lifetime
of the vibration is usually longer (until ∼ 5 orders of magnitude) than that of an
electronic transition.
Therefore, d-d transitions, as well as f-f transitions, are observable due to the dy-
namic lattice distortions that breaks the inversion symmetry that the luminescent
ion would have if it was in a static lattice.
However, it is to be stressed that the probability of Laporte-forbidden transitions
is lower than that of Laporte-allowed, and so also the attenuation coefficient α(ν)
is lower. The molar extinction coefficient ϵ is usually in the range 103 to 105 mol−1

cm−1 for Laporte-allowed transition. The d-d or f-f bands have much weaker ϵ, span-
ning from 10−1 to 10 mol−1 cm−1. In addition, since the magnitude of the deviation
of the Laporte rule is more relevant in transition metals compared to lanthanide
ions, they usually present a higher value of absorption cross sections (and so at-
tenuation coefficient). Regarding the spin selection rule, the spin –allowed d–d and
f-f transitions remain Laporte-forbidden. Although, it should be noted that bands
associated with ‘spin-forbidden’ transitions are very weak for first row transition
metals (3d–3d transition) because the spin-orbit interactions has little relevance.
Instead, the spin-orbit coupling is significant in lanthanides, so they usually exhibit
spin-forbidden transitions.

The lattice vibration responsible to the weaking of Laporte rule are also related to
the broadening of bands, besides the broadening of optical bands that happen in-
creasing the temperature. The widths of emission (or absorption/excitation) bands
of lanthanides and transition metals is indeed pretty different. It is well known
experimentally that a strong vibronic coupling strongly influences the shape of op-
tical band. In the majority of cases, broad optical bands are indicative of strong
ion–lattice coupling, while sharp optical bands suggest weak ion–lattice coupling
(weak electron–phonon coupling).
The strength of the ion-lattice interaction is the leading factor that determines the
differences in full width at half maximum (FWHM) of optical bands arising from
transition metal and lanthanide ions at the same external conditions. As previously
discussed, since the d orbitals are bonding orbitals of transition metal ions, the elec-



1.1. LUMINESCENCE IN SOLIDS 23

tronic structure of these ions strongly depend on the type of ions by which they
are surrounded and on the crystalline geometry. The interaction between transition
metals and lattice is so relevant, and for this reason d-d transitions usually appear
as broad bands.
Lanthanide ions, except La3+ with no f electrons and Lu3+ with no empty f orbit-
als, exhibit photoluminescent phenomena due to transitions between f levels. The
ligand field splitting in f-orbitals, as aforementioned, is not significant due to the
inner nature of these orbitals. Hence, both absorption and emission bands appear
as narrow bands, similar to those of free ions. The emission bands of lanthanide
ions cover the entire visible and near infrared spectrum depending on the nature of
the ion itself.
The characteristic narrow emissions of Ln3+ facilitate spectral separation of bands
during measurements, which is difficult with transition metals that exhibit bands so
broad that they may be overlapped with others that have a different origin.

Trivalent lanthanide ions have numerous energy levels. In 1963, the first and most
widely used, diagram of the energy levels of lanthanides known as the "Dieke dia-
gram" was realised, shown in Figure 1.11.[31] This representation of energy levels was
achieved through a systematic study of the emission and absorption spectra carried
out by Dieke and Crosswhite. Levels are described through the Russell–Saunders
notation. This method assumes that: spin–spin coupling > orbit–orbit coupling >
spin–orbit coupling. The term symbols are in the form of

2S+1LJ (1.18)

where S represents the total spin quantum number (calculated as reported in para-
graph 1.1.1), L specifies the total orbital angular momentum, and J refers to the
total angular momentum. In a term symbol, the superscript is always an integer, the
subscript is an integer or half-integer, and L is identified with spectroscopic nota-
tion. Therefore, each total orbital angular momentum is associated with a capital
letter as shown in the table below:

L 0 1 2 3 4 5 6 7
S P D F G H I K

Table 1.1: Values of total orbital angular momentum and their associated spectro-
scopic terms.

If the Dieke diagram is an essential tool for understanding the electronic transitions
possible in lanthanides, the Tanabe-Sugano diagrams result very useful for visualiz-
ing and comprehend the effects of electron-electron repulsion within transition metal
complexes, as well as the influence of the crystal field strength on the energy levels.
For each dn (with n = 2–8) configuration there is an associated Tanabe-Sugano dia-
gram, in Figure 1.12 the Tanabe–Sugano diagram for the d3 configuration is shown.
On the x-axis of the diagram there is the crystal field splitting parameter ∆oct scaled
by the B Racah parameter. The total inter–electronic repulsion in an ion is expressed
in terms of the Racah parameters are A, B and C. They increase as the size of the
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Figure 1.11: Complete 4fn energy level diagram for trivalent lanthanides in LaF3.
Modified image from [32].

ion decreases because the electrons are confined to a smaller region and repel each
other more. The y-axis is in terms of energy of a electronic transition, E, scaled by
B; so both axes have normalized values for parameter B.

It has been mentioned that the absorption cross section of lanthanides is less than
that of transition metals. The lower probability of absorption process compared to
that of transition metals when both dopant lie a site with apparent symmetry, like
an octahedral site in which the metal is surrounded by 6 equal ligands/lattice ions,
is still related to the inner-nature of 4f-orbitals. Since the d orbitals are more in-
fluenced by the surrounding environment than f-orbital, the break of the symmetry
(permanent or transitory) is facilitated and consequently the possibilities of devi-
ations from Laporte’s rule are greater in TM.
The last concept worthy of note is the temporal evolution of the intensity emitted by
lanthanide and transition metal ions. Lanthanide ions show an extended lifetimes
(from micro to milliseconds), generally longer than those of transition metal ions
under the same external conditions (such as temperature and host material).[34–36]
In conclusion, these substantial dissimilarities between lanthanide and transition
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Figure 1.12: Tanabe–Sugano Diagram for octahedral metal complex with three
d–electrons. Solid blue lines indicate spin-allowed transitions from the ground state
(singlet to singlet transition), dashed black lines indicate spin-forbidden transitions
from the ground state. Modified image from [33]

metal ions, especially with the ones belonging the first row, give rise to a different
display of PL. Therefore, the preparation of a luminescent nanomaterial containing
both types of ions would feature novel, exciting optical properties. By exploiting
the advantages of both ions, enhanced luminescent properties would be achieved.
It is appropriate to think that if lanthanide and transition metal ions, as well as
their concentrations, are suitably chosen, a transfer of the energy absorbed by the
transition metal to the lanthanide may occur. This energy may be released through
a radiative decay by the lanthanide ions. This may be enable an increased excitation
of lanthanide ions and consequently a greater probability of radiative decay.
In Figure 1.13, PL and photoluminescence excitation(PLE) spectra of trivalent chro-
mium in two different crystalline host materials (figure 1.13a), and emission spectra
of luminescent lanthanide complexes in solution (figure 1.13b) are shown to visualise
the experimental differences between TM and lanthanides.

All the differences between transition metal and lanthanide ions can be summarised
into seven main points:

i) The electronic transitions in TM ions involve electrons in 3d orbitals, while in
lanthanide ions, they involve electrons in f orbitals.

ii) d–orbitals are bonding orbitals so they strongly interact with the lattice.
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(a) PLE and PL spectra of K3Al0.97F6:0.03 Cr3+ and K3Ga0.97F6:0.03 Cr3+.[37]

(b) Normalized emission spectra of luminescent lanthanide complexes in solution.[38]

Figure 1.13: Comparison between sharp emission bands (< 100 nm) with broad
trivalent chromium bands.

f–orbitals are shielded from the surrounding environment, so they display weak
vibronic coupling.

iii) Lanthanides exhibit sharper optical bands than those of transition metals.

iv) The positions of the optical bands depend on their chemical environment in
the TM ions, while as the host material varies, those of the Ln3+ remain almost
unchanged (the extent of shifts is up to a few hundred wavenumbers at most).

v) The absorption cross section is greater in TM ions than in Ln3+.

vi) The ionic radii of transition metal are smaller than those of lanthanides.

vii) Emission of lanthanides arise from many spin-forbidden f-f transitions. While
the deviations of the spin multiplicity selection rule is little deviated in trans-
ition metals of the first series.

viii) TM ions of the first series preferentially occupy octahedrally and tetrahedrally
coordinated crystallographic sites, Ln3+ typically prefer high-coordination sites
(CN equal or larger than 6).

ix) Ln3+ exhibit longer PL lifetimes compared to transition metal ions.
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1.1.4 Applications

Luminescent inorganic nanomaterials surround anybody in their everyday life. They
play crucial roles in diverse applications ranging from lighting and display to biolo-
gical labeling and optoelectronic conversion.

Lighting and displays
Display technology has gradually but profoundly shaped the lifestyle of human be-
ings, which is widely recognized as an indispensable part of the modern world.
Smartphones, tablets, computer monitors, televisions, data projectors are all ex-
amples of display devices that are part of the daily life of anyone nowadays. Light-
ing and displays is one of the main application of inorganic solid-state phosphors.
The luminescence of many semiconductor lasers and some light-emitting diode arises
from recombination of an electron in the conduction band with a hole in the valence
band. Emerging nanomaterials offers a new class of phosphors that may promote
advancing towards devices with higher efficiency and innovative properties, as ex-
ample they may provide more colors by simply adjusting the size of the nanoparticles
as mentioned for quantum dots. In recent years, quantum dot light-emitting diode
(QLED) screens have been increasingly marketed. Since they are cost-effective elec-
troluminescence devices ideal for large-area displays and lighting applications. An-
other emerging class of nanomaterials that exhibit useful properties for lighting and
display is perovskite light-emitting diode. Display based on this materials would
provide cleaner colors and could potentially be much brighter and more energy effi-
cient compared to current-generation organic light-emitting diode (OLED) screens.
The efficiency of perovskite LEDs match that of OLEDs, but they can be further
optimised. Hence, they could be implemented in many displays and lighting in the
future to create both improved aesthetics and lower energy consumption.[39–41]

Photovoltaic systems
Luminescent inorganic materials are also prominent for photovoltaic application.
Photovoltaic systems produce clean, reliable energy without consuming fossil fuels.
They produce electrical power by converting solar radiation into direct current elec-
tricity. Photovoltaic energy is the third renewable energy source, representing ap-
proximately 15% of them. PV systems can be used in a wide variety of applications
such as building-integrated photovoltaic systems, solar-powered cars, backup sys-
tems for critical equipment, and stand-alone devices (e.g., emergency telephones, and
traffic signs). Photovoltaic solar cells are multi-layers semiconductor-based devices
which absorbs sunlight and transports the resulting charge carriers to electrical con-
tacts. Conventional solar cells, however, are only able to achieve 31% conversion
efficiency. Inorganic nanomaterials could allow us to overcome this limit, converting
a greater quantity of solar energy into electrical energy. To enhance power-conversion
efficiency in solar cells, rare earths-doped phosphors and QDs for examples can be
employed as solar concentrators and downshifting layers. The addition of nano-
particles in PV systems may also enhance the effective optical path, resulting in the
highest possible solar energy absorption. Silicon-based PVs are the most common,
and they may be modifying using carbon dots, graphene quantum dots as example.
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But also SnS, CdTe, Cu(In,Ga)Se2, and CH3NH3PbI3 nanoparticles are emerging
components of solar cells.[42–44]

Sensing
Luminescence is also useful for future sensing applications, both physical and chem-
ical. It could be used, in principle, to monitor parameters of interest in medicine,
industry, research, and the environment. The luminescent properties of a material
(fluorescence or phosphorescence intensity, excitation and/or emission wavelength,
emission lifetime) respond to the presence of some species in their immediate envir-
onment, or to a specific pH range. The nanomaterial is so used as chemical probe.
The luminescent properties of the material can change also due to physical condi-
tion, like temperature, pressure, and mechanical force. Conventional temperature
and pressure sensors present some limitations, like the inability in measuring tem-
perature at sub-micrometric scale spatial resolution, low sensitivity and flexibility.
In this context, luminescence nanothermometry, and recently also nanomanometry,
stand out. The use of luminescent nanosensors enables to measure indirectly a
physical condition of a system of interest through the minimal interaction between
system and probe. In addition, remote sensing can be performed. The detection
of temperature and pressure at nanoscale is relevant in the fields of nanomedicine,
microelectronics, nanofluidics and catalytic reactions.
Temperature plays a crucial role in medical care, a change of temperature is the
result of cellular responses to various states of the body, such as inflammation. For
this reason, the cancerous cell temperature is often higher than normal cell. It would
therefore be ideal to be able to measure these variations with minimal interaction
with the biological system, and with a semi-invasive ways such as oral and injection.
In the future it will probably be possible with the advancement of research in the
field of luminescent nanomaterials.[45, 46]
The potential use of nanomanometry in nanomedicine is the detection of pressure
changes in a specific area of a biological system. For example, high tumor intersti-
tial fluid pressure is a fundamental feature of cancer biology and represents a major
obstacle to successful cancer treatment. A nanoscale sensor could allow the accurate
detection of the area affected by increased pressure.

Biomedical imaging and therapy
Luminescent nanomaterials have also a potential in biomedical imaging and ther-
apy. Biomedical imaging is a powerful tool for visualizing the internal organs of the
body, as well as specific molecular pathways, particularly those that play key roles
in disease processes in living animals and humans. Bioimaging techniques involve
the use of sophisticated bioimaging probes. Currently, they have poor sensitivity,
specificity, and targeting, hampering the clinical application of bioimaging. There-
fore, efforts are currently being undertaken to develop optimal bioimaging probes
with increased sensitivity, specificity, and signal–to –noise ratio and spatial resol-
ution. Biomedical imaging could help to diagnose fatal diseases such as cancer in
their early stages that could lead to more effective treatments.[47, 48] The use of
nanoprobes in optical bioimaging is bringing excellent results despite the numerous
complexities of biological systems. Nano–sized contrast agent often fail in vivo tests
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since nanoparticles have to overcome several barriers like the mononuclear phago-
cyte system, the aspecific distribution within the human body, and hemorheological
limitations (inefficient dynamics of nanoparticles in blood vessels).[47, 48]
Luminescent nanomaterials for biomedical applications should meet very stringent
optical requirements, such as high brightness together with photon absorption and
emission capabilities in the near-infrared (NIR) spectral range of optical transpar-
ency windows (NIR–I: 680 –950 nm, NIR –II: 1000–1350 nm, NIR –III: 1500 –1800
nm), they are shown in Figure 1.14.

Figure 1.14: Dependence plot of absorption coefficients of some major tissue com-
ponents on wavelength spanning over three biological windows.[49]

These three wavelength ranges are the optical windows of living tissues, where ab-
sorption and scattering of photons by water, and the various components of blood,
biological cells, and tissues, are minimal. In the second region there is also less auto-
fluorescence of biological tissues. Hence, the performance of luminescent nanoma-
terials can be significantly influenced especially by the absorption of water (several
broad bands) contained in biological tissue. Lanthanides are the doping ions most
used for biomedical applications, because –as explained in the section 1.1.3 –they
exhibit narrow and localized bands in specific areas of the electromagnetic spectrum
depending on the selected ion. Their widespread use in this medical field is there-
fore linked to this characteristic which allows one or more luminescent signals to be
obtained exactly localized in these areas. Lanthanide ions exhibiting emission in the
biological windows are: ytterbium Yb3+, which dominant emission is around 1030
nm; neodymium Nd3+, which displays a band centred in the first optical window
and another one more intense located in the second optical window (1020-1100 nm);
Dysprosium Dy3+, which exhibits two emission bands in the second optical window,
one at the beginning and one located at about half of the transparent zone; finally
erbium Er3+ is the only lanthanide to exhibit an emission band in the third optical
window.
Luminescent nanomaterials play also a key role in advancing in therapy. Photother-
apy is the use of light in the treatment of skin diseases that show improvement upon
exposure to natural sunlight or man-made lamps. These lamps are coated with lu-
minescent material by using a suspension of phosphor powder particles, commonly
inorganic borates doped with rare earths.[50]

However, most research efforts are directed towards effective therapies against tu-
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mors. As described above, lanthanide–doped nanoparticles are promising imaging
tools to identify the locations of cancers. Therefore, in recent years the development
of Ln–doped NPs combined with therapeutic agents (chemotherapeutic drugs) has
been hypothesized, in order to obtain multifunctional probes for imaging-guided and
tumor-targeted therapies. In this context, photothermal therapy (PTT) is a thera-
peutic treatment that has nowadays attracted massive attention. It is one of the
latest therapeutic methods to treat cancer that converts non-ionizing near-infrared
(NIR) light into heat leading to thermal ablation of cancer cells. PTT is less invas-
ive, compared to chemotherapy or surgery, and potentially very effective. For this
purpose, nanomaterials should have high optical absorption capacity in the near
infrared region and photothermal conversion. Graphene-based nanomaterials and
Ln-doped rare earth nanoparticles seems to be two ideal candidates for photothermal
therapy.[51, 52]

1.2 Host Lattice Materials

In the previous paragraphs the characteristics of lanthanide ions and transition
metals, their more or less marked interaction with the host crystalline material, as
well as their strong points have been illustrated. It is first necessary to define which
luminescent ions has been chosen for the experimental project in order to better
explain the choice of the host crystalline material.
This thesis project relies on the chemistry behind the synthesis of luminescent nan-
omaterials, while keeping a look towards the potential applications and usefulness
that the developed material could have. For this reason, hypothesising a future use
of the synthesised nanoparticles in the field of nanomedicine, and more precisely as
biomedical sensors, the selected lanthanide ion was trivalent neodymium. This ion
is known to give rise to three bands within the NIR region from 1000 nm to 1400
nm when excited with EM waves with wavelength 750–850 nm (common infrared
excitation lasers are at 785 and 805 nm). Therefore, the region of the EM spectrum
in which neodymium exhibits its photoluminescence corresponds to the second bio-
logical window. Consequently, Nd (III) is one of the most attractive lanthanide ions
for medical sensing purposes. Electron configuration of neodymium ions is [Xe] 4f3
and its luminescence occurs by radiative depopulation of 4F 3

2
.

Concerning transition metals both the emission range of luminescence and the rate
of temperature quenching of the luminescence can be modulated by changing the
type of matrix material used since they are sensitive to the strength of the crystal
field. The emission of transition metals is more susceptible to physical change in
the surrounding environment of the ion itself compared to Ln ions. It stands to
reason that a probe based on transition metals has an enhanced sensitivity to such
variations (like pressure and temperature), and consequently a better performing
sensor. Therefore, a crystalline material acting as host for transition metals would
be promising in the field of sensing in general, while one doped with neodymium
would be promising in the field of biomedical sensing. From these considerations
emerged the idea of making a nanomaterial that combined both luminescent ions in
order to exploit the strengths of both active centres.
Transition metals have higher absorption cross–sections than those corresponding
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to f-f transitions of Ln(III). It means that a TM ion has more probability to ab-
sorb (and so to be excited by) one photon compared to a lanthanide ion. The
greater absorption cross–section of TM can be useful for improving the emission of
lanthanides. If a material containing both types of luminescent ions is impinged by
a radiation resonant with the d-d electronic transitions, TM ions will absorb a fair
amount of incident photons and then they may transfer this energy to nearby ions,
lanthanide ions, which may release that energy emitting radiations. Therefore, each
transition metal ion acts as sensitiser–chromophore. It harvests the incident light
just like organic ligands used as "antennas" in luminescent coordination compounds.
Lanthanide ions act as activators by accepting the energy from the sensitiser. Upon
the fulfilment of certain conditions related to the nature of the involved luminescent
ions and host material this succession of events can happen.
Firstly, the host material should be able to efficiently contains both types of ions.
The crystalline matrix should feature sites that are suitable for both Ln and TM
ions (appropriate coordination number), and the cations occupying those sites should
have ionic radii close to the ones of Ln and TM ions to minimise lattice distortion.
Ionic radii discrepancy percentage between the doped ions and matrix cations should
be as small as possible, conventionally under ±15%.
Secondly, the host material should be as transparent as possible at the wavelengths
of interest (both absorption and emission) to minimize spurious absorption and op-
tical scattering losses.
Thirdly, the host materials should be physicochemically stable over time. The com-
position, surface chemistry (functional groups and charge) and lack of aggregation
should be preserved during storage and/or experiments even with changes in en-
vironental conditions.
Last condition related to the crystalline matrix is that it should have low lattice
phonon energies to minimise all non–radiative processes involving phonon emis-
sion, less than 600 cm−1.[53] If the phonon energy of the host material is low, the
probability of non–radiative vibronic transitions is correspondingly low because this
relaxation will require the assistance of several phonons.
Regarding transition metal and Ln 3+ ions, they should be in the same oxidation
state to ensure charge neutrality of the material. In addition, the sensitiser and
activator should have excited state levels of approximately equal energy (i.e., res-
onant) above their ground states, or rather, the excited state level of the energy
acceptor should be slightly lower than that of the energy donor. Perfect resonance
ensures the highest efficiency of energy transfer between ions. However, this is a
two-way street and back-energy transfer from the activator to the sensitiser can also
occur. As such, in chemistry of coordination compounds there is a rule of thumb
to effectively preclude back energy transfer (from acceptor to donor) at room tem-
perature and consequently ensure good energy transfer between a chromophore and
a lanthanide ions, namely energy gap between two energy levels should be at least
2000 cm −1. This threshold can be approximately calculated as

∆E = 10kBT (1.19)

where kB is the Boltzmann constant 8.6173 10−5eV K−1 and T the temperature (in
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K).[54]
A qualitative schematic representation of energy transfer between a sensitiser with
three excited energy levels and an acceptor with excited energy level approaching
the lowest excited energy level of the sensitiser is shown in Figure 1.15. The repres-
entation was created based on the presumed relative positions of the levels of Cr(III)
and Nd(III) in fluoride host materials, but it is not to scale.

Figure 1.15: Schematic representation of ET (out of scale) between a sensitiser ions
with three excited energy levels and an acceptor ions with four excited energy levels.
Pink and light blue arrows mark photoexcitation and emission respectively. Dashed
arrow indicates the quenched emission of sensitiser.

Energy transfer can occur via radiative or non–radiative processes:

i) In a radiative ET there is no actual interaction between donor (sensitiser)
and acceptor (activator). Donors absorb the incident radiations, then their
emitted photons will be absorbed by acceptors. This mechanism implies the
absorption by lanthanide ions, thereby reasonably this would not bring great
advantages.

ii) In a non–radiative ET depending on the spatial separation between sensitiser
and activator two major mechanisms can occur.

– Dexter exchange mechanism, wherein the excitation energy is transferred
via direct electron transfer exchange between sensitiser and activator
since they are closely spaced (∼ 10 Å).

– Förster resonance mechanism, the excitation energy of the donor is trans-
ferred to the acceptor through a multi–dipole coupling interaction that
is distance–dependent. This process usually occurs when ions are about
1–10 nm apart from each other.[55, 56]

A schematic representation of three energy transfer mechanisms is reported in Fig-
ure 1.16.
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Figure 1.16: Schematic illustration of energy transfer through electron transfer ex-
change, multipolar interactions and donor emission - acceptor reabsorption. S and
A stand for sensitiser and activator; wavy arrows represent EM waves. The size of
sensitiser is smaller than acceptor to abide by size ratio between Cr(III) and Nd(III),
i.e. about 5:8.

The probability of energy transfer WDA between an excited donor (sensitiser) and a
relaxed acceptor (activator) A, according to Fermi’s golden rule, is proportional to
the degree of spectral overlap, i.e. energy density of initial and final state ϱ(E).[57]

WDA =
2π

ℏ
| < D∗, A|ĤDA|D,A∗ > |2 ϱ(E)

ϱ(E) =

∫
f D
em (E)f A

ex (E)dE
(1.20)

where | < D∗, A|Ĥ ′
DA|D,A∗ > |2 is the square of the transition matrix element,

Ĥ ′ is the perturbed Hamiltonian operator, note that asterisk denotes excited states.
The spectral overlap zone in terms of intensity is represented by the yellow shaded
region in Figure 1.17.

The higher is the degree of overlap between the emission of the donor and the
excitation of the acceptor, the greater is the probability that the energy transfer
will occur. The spatial separation between the ions involved in energy transfer can
be tuned by their concentration. Both of them should be high enough to ensure
an appreciable transfer probability without exceeding the quenching concentration
threshold. Above all, the concentration of the activator should not be excessive in
order to prevent the migration of energy through the host matrix until entrapment
in a crystalline defect. The concentration of sensitiser is usually higher than that of
the activator.
If luminescence sensing is targeted, the emission bands of TMs and Lanthanide ions
should have reduced overlap so to avoid difficulties in the deconvolution of signals for
sensing purposes. This condition is usually readily satisfied in the system of interest
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Figure 1.17: Schematic representation of the Förster resonance energy transfer spec-
tral overlap integral (shown in yellow shadow). Donor emission (blue solid line) and
acceptor excitation (pink dashed line).

for this thesis since the emission of transition metals rarely occurs in correspondence
with the second biological window where the neodymium bands are found.
Finally, there are also basic requirements related to the future potential application
of the material in nanomedicine: the wavelength of excitation should be red light or
NIR radiation and the nanoparticle should be dispersible in water. The constraint
in the excitation radiation is associated to the penetration depth into the human
skin. Red light penetrates deeper than blue light, it is extinguished at about 4–5
mm beneath the surface of the skin, while NIR radiation reaches deeper, with pen-
etration depths in the order of 1 cm or more.[58]

The choice of the transition metal and the suitable matrix is a non-trivial task.
The transition metal apparently having the previous ideal features to act as sensit-
iser towards neodymium ions is trivalent chromium. The research field of TM-based
luminescence sensing is dominated by sensors composed of chromium or manganese
(Mn2+, Mn3+, Mn4+, and Mn5+). Trivalent manganese is not the most thermody-
namically favourable oxidation state, its use is in fact hindered as it is difficult to
stabilise. However, the primacy belongs to trivalent chromium, it is the most used
TM mainly thanks to its high emission intensity and its better temperature depend-
ence compared to the other ions. Although hexavalent chromium is carcinogenic if
swallowed or absorbed through the skin, our diet requires small quantities of chro-
mium (III), actually this ion plays a role in regulation of blood glucose levels. The
applicability of the ion in biological systems still remains controversial, but theor-
etically there should be no critical issues related to its use. Regardless, when a new
material doped with Cr(III) is developed, its cytotoxicity should be evaluated on a
case-by-case basis.
Trivalent chromium preferentially occupies octahedral crystallographic positions. Its
luminescence occurs by radiative depopulation of the 2E and/or 4T2 energy levels.
According to the Tanabe-Sugano diagram for the d3 electron configuration, an in-
crease in crystal field splitting causes an increase in the 4T2 level energy, see Figure
1.12. Therefore, the energy of 4T2 level strongly depends on the local crystal field
affecting the luminescence properties of Cr(III) ions.
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To recapitulate, the crystalline matrix should have low phonon energies to minimise
non-radiative decay pathways, low refractive index and a trivalent cation with ionic
radius between 0.615 Å(Cr(III)) and 0.983 Å(Nd(III)) lying an octahedral site.[59]
Considering phonon as quantum of lattice vibrational energy, neglecting anharmon-
icity of vibrations, the energy of a phonon can be written as E = ℏω where ω is the
angular frequency of the phonon. In the table below, the maximum phonon energies
(ℏωmax) of the most used host crystalline inorganic matrices for lanthanide and/or
transition metals are reported. Note that the reported maximum phonon energies
refer to bulk materials, not to their nanoscale counterparts. Over the shrinkage
from bulk to nanoscale, the maximum phonon frequency may change, but an overall
trend has not yet been determined.[20, 60–67]

Host material Highest phonon energy (cm−1)
Borate glasses 1400

Phosphate glass (P2O5) 1200
Silica glass (SiO2) 1100

Lanthanum phosphate (LaPO4) 1050
Simple oxides (e.g La2O3–Ga2O3) 550–900

Yttrium aluminium garnet (Y3Al5O12) 800
Titanates (Ti2O7

6−) 800
Yttrium orthovanadate (YVO4) 600

Fluoride glass (e.g. BaZrF6) 550–580
Lithium yttrium fluoride (LiYF4) 570

Non-oxide chalcogenide glass (e.g.As2S3) 360 –400
Sodium yttrium fluoride (NaYF4) 420

Potassium indium fluoride (K3InF6) 370
Barium fluoride (BaF2) 330
Calcium fluoride (CaF2) 320

Lanthanum trifluoride (LaF3) 300

Table 1.2: The maximum vibrational phonon energies of commonly used inorganic
host materials for lanthanide and transition metals.

From data in Table 1.2, it appears clear that the host materials for lanthanides
and/or transition metals with lower phonon energies are fluoride-based. Fluorides
have refractive index values between 1.4 and 1.5 with wavelength of the incident
light of 600–900 nm (λex of Cr(III) and Nd(III) belongs this range), so they are
transparent matrices.
Unfortunately, sodium yttrium fluoride (NaYF4), barium fluoride (BaF2), calcium
fluoride (CaF2), lanthanum trifluoride (LaF3) are all non-versatile host materials
for the incorporation of both chromium and neodymium ions. They are suitable
crystalline materials for doping with lanthanides as the substituted cations occupy
sites with high coordination numbers: yttrium is nine-coordinated in α-NaYF4(cubic
phase) and eight-coordinated β-NaYF4(hexagonal phase); calcium and barium are
eight-coordinated in CaF2 and in BaF2 and lanthanum is nine-coordinated in LaF3.
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In Figure 1.18 the crystal structure of β-NaYF4 (a), α-NaYF4 (b) and CaF2 (c)
standard orientation.

(a) β-NaYF4. (b) α-NaYF4. (c) Cubic CaF2.

Figure 1.18: Polyhedral views of crystal structure of three common host materials in
standard orientation. Sodium and calcium in yellow, fluorine in blue and ytterbium
in water green.

Fortunately, there is a family of fluorides that seems to possess all the ideal char-
acteristics listed above, namely ternary fluorides with chemical formulas A3BF6,
A2A’BF6 and AA"BF6 where A is an alkali metal or Ag3+, A’ and A" an alkaline
earth metals and B a post-transition metal (Al, Ga, In or Tl). The table 1.3 shows
the chemical compositions of the possible fluorides belonging to this family for which
there are references in the scientific literature. Where possible, the presence of dop-
ing ions is also shown.[68–71]

Chemical formula Dopant ion Ref.
Rb2KInF6 Ce3+ [72]
K2NaInF6 Ce3+ [72]
K3InF6 Ce3+ [72]
Ag3ScF6 ––– [73]
Ag3AlF6 ––– [73]
Ag3GaF6 ––– [73]
Ag3InF6 ––– [73]
Ag3TlF6 ––– [73]
Rb3TlF6 ––– [73]
Na3AlF6 Cr3+ [74]
Na3GaF6 Cr3+ [74]
Na3ScF6 Cr3+ [74]
Na3InF6 Cr3+ [74]

Na3Li3In2F12 Cr3+ [75–77]
K2LiGaF6 Cr3+ [76]
CsZnInF6 ––– [78]
RbZnInF6 ––– [78]
RbMgInF6 ––– [78]

K3InF6 Er3+, Er3+/Yb3+, Eu3+ and Tb3+ [67]
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Li3InF6 ––– [79, 80]
Li3GaF6 ––– [80]
Li3AlF6 ––– [80]
Li3CrF6 ––– [80]

Table 1.3: Known ternary fluorides with formula A3BF6, A2A’ BF6 or AA” BF6 and
where possible, the used dopant ions.

The best photoluminescence performance of chromium (III) were achieved with bulk
Na3ScF6 and Na3InF6. Doping with several lanthanides of metal hexafluoroindate
A3InF6 was proven. For these reasons, the best candidate among this series of com-
pounds to be studied as a versatile material for lanthanides and transition metals
on the nanoscale seems to be sodium indium fluoride Na3InF6.
The thermodynamically most stable phase of sodium indium fluoride is monoclinic,
space group P21/c (number 14). In Figure 1.19 the structure of sodium indium
fluoride, showing the corner connected InF6 and NaF6 octahedra and the mono-
capped trigonal prism located between these octahedra. The crystal structure can
be considered as a double perovskite form of A2A’BF6 and from this cryolite A3BX6
structure types are derived by a cationic ordering and are based on a double per-
ovskite cell but with a lower symmetry. Therefore, Na3InF6 is isomorphous to cryo-
lite Na3AlF6, an uncommon mineral.[81] The reported lattice constants for Na3InF6
in bulk are: 5.56418 for the a-parameter, 5.82870 for the b-parameter, 9.70228 for
the c-parameter, and 123.4450 °for the β angle, considering b as unique axis.

(a) Standard orientation. (b) View along the b-axis.

Figure 1.19: Polyhedral views of crystal structure of Na3InF6 in two different ori-
entations. Na+ in yellow, In3+ in water green and F− in blue.
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The structure comprises alternating corner sharing InF6 and NaF6 octahedra, so
each hexacoordinated indium ion share corners with six equivalent NaF6 octahedra.
Sodium cations, besides six-coordinated site, occupy also an interstitial site with a
7-coordinate geometry in which Na+ is bonded to seven F−1 atoms. Two crystal-
lographic positions of sodium cations are shown in Figure 1.20. In a single base-
centered monoclinic unit cell, with indium ions at eight corners and at the centers of
two sides parallel to bc plane, there are four NaF6 octahedra and four mono-capped
trigonal prism NaF7. Fluorine F− occupy three inequivalent sites, tetra or penta
coordinated.

(a) NaF6 octahedra. (b) Mono-capped trigonal prism NaF7.

Figure 1.20: Polihedral view of local geometrical coordination environments of so-
dium cations in two different orientations.

The ionic radius of In(III) in VI-fold coordination is 0.8 , it is quite versatile from
the point of view of doping it with lanthanide or transition metal ions since the oc-
tahedral site is suitable to host both cations. The Shannon radius of In(III) differs
from that of Cr(III) and Nd(III) of about 23% in both situations. Cr(III) should
shrinks and Nd(III) should expand Na3InF6 lattice parameters. It is therefore prob-
able that the introduction of such ions requires some structural rearrangements in
terms of displacement of the ions from their ideal crystallographic positions, and
this may impart variations in the photoluminescence of the doping ions, especially
of chromium.
Therefore, sodium indium fluoride represents a valid candidate as versatile crystal-
line host material for the co-doping of chromium and neodymium. Since it has never
been created at the nanometric scale, no protocols are available in scientific liter-
ature. Fortunately, in the past numerous investigations have been carried out on
the chemistry of fluorine F− which have allowed an advanced understanding of the
structure and reactivity of fluorides, especially in bulk, but also at the nanoscale.

1.3 Preparation of Fluoride-based Nanomaterials

The past decades have witnessed an increased interest in the nanochemistry of the
fluoride compounds due to the prospective applications of nanofluoride materials
in photonics, catalysis, biosensing and high temperature superconductor devices.
This section summarizes information about the most common synthetic methods of
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inorganic fluorides at the nanoscale. There is a huge variety of existing methods
to synthesize fluoride nanoparticles usually classified into top-down and bottom-
up. Each of them has its own advantages and drawbacks. Because of extremely
large volume of information on this topic, this section focuses on the description
of bottom-up processes being the most commonly used. Preparation of fluoride-
based nanoparticles can be carried out by physical and chemical methods. Actually,
also in physical methods the formation of the nanophases is accompanied with the
chemical reactions, like in ultrasonication or microwave-assisted heating. Bottom-
up approaches are so defined given that atoms, ions and molecules are assembled
together into increasingly larger structures until they reach nanometric sizes (< 100
nm). These methods often result in the formation of colloids in organic medium.
Nanoparticles form through a complex sequence of several stages that result in col-
loidal self-assembly. When a system, consisting in reactants and solvent(s), is in a
non-equilibrium condition, like a supersaturated solution (or very close to the critical
concentration) it spontaneously forms a new phase. The ions dissolved in solution
are in constant motion and begin to aggregate, forming small nuclei of this new
phase. This first stage consists in the formation of small groups of ions/molecules
due to condensation and it is called homogeneous nucleation. The nucleation can
also be heterogeneous, i.e. taking place on external substances such as crystal seeds,
impurities and dislocations (lower energy demand). This stage is pretty relevant as
it determines both the crystalline structure and the subsequent sizes.The preformed
nuclei can act as crystallization centers, ions in solution can be deposited on their
surface by diffusion, becoming incorporated into the structure of the crystal lat-
tice. The crystal formation proceeds by the assembly of clusters or nanostructures
with discrete sizes through coalescence, oriented attachment and Ostwald ripening.
Therefore, small masses combine to form larger and more stable objects (with or
without preferences in the orientation of the crystal lattice at the grain boundary)
or dissolve and redeposit on larger masses. The propagation of this new metastable
phase is thus the growth of crystals. The rate of nano-particle growth is influenced
by many factors: viscosity of the liquid, amount of material, particle-particle aggreg-
ation. All colloidal methods are therefore based on these two fundamental stages:
nucleation and growth of nanocrystals. In the paragraphs below the most commonly
used chemical and physical methods to synthesize metal nanofluorides (binary and
ternary) are illustrated.[82, 83]

1.3.1 Thermal decomposition method

The thermal decomposition method for synthesizing fluoride nanoparticles involves
the decomposition of precursor compounds at elevated temperatures. The general
strategy consists in the combination of organometallic compounds or inorganic salts
at sufficiently high temperatures and/or concentrations in the presence of stabilisers
or surfactant molecules. The synthesis involves a fast nucleation followed by slower
growth of the existing nuclei. Depending on the introduction of precursors the
synthesis technique can be defined:

i) Hot injection, precursors are quickly injected into the reaction media at relat-
ively high temperatures, usually 100-370 °C.
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ii) Heating up,precursors are injected into the reaction media at room temperat-
ure and the setup is quickly heated.

Since the reaction temperature is high and unwanted reactions may occur, such as
oxidation of reagents, the protocols require oxygen-free atmosphere, so an inert gas
atmosphere such as nitrogen and argon. The reaction mixture, besides reagents
and solvent(s), often contains additives to manipulate the size and shape of nan-
oparticles. They can be coordinating solvent or additional molecules that control
the nucleation and growth rates by dynamically binding to the surface of the nan-
oparticles and to the constituent elements in solution. This molecules have a long
non-polar chain and an head group able to bind to the nanoparticle surface. The
polar group contains atoms having unshared electron pairs like nitrogen, oxygen,
sulfur and phosphorus. These atoms act as donor of electrons forming coordinating
bonds with metal atoms or ions on the surface of nanocrystals. Precursors are often
metal trifluoroacetate M(CF3COO−)x or acetate M(CH3COO−)x, fluoro ammonium
complexes, metal nitrate M(NO3)x and highboiling organic solvent/surfactant are
commonly octadecene (ODE), oleic acid (OA), amine derivatives of the oleic acid
(oleylamine, OAm), benzylamine or their mixture. The prepared nanocrystals are
often easily redispersed in various nonpolar organic solvents such as hexane, toluene,
and chloroform being organic ligands on the surface of the nanofluorides.[83–85]

1.3.2 Co-precipitation method

Co-precipitation methods are generally easy to use and inexpensive, but usually re-
quire additional washing of the product from matrix anions making the protocol la-
borious and time consuming. As for the approach illustrated previously, the solvents
used are usually organic, but water could also be used as a reaction medium. Flu-
orides, precipitated from water solutions, usually contain large amount of adsorbed
water that can cause their pyrohydrolysis (thermal process that exploits oxygen con-
tains in water). To avoid this undesidered process, the samples have to be heated
under inert or fluorinating atmosphere to remove adsorbed water molecules and OH-
groups from the surface of the particles. The agglomeration of small nanoparticles
precipitated from solutions is practically inevitable in the absence of a stabiliser.
The approach to stabilise nanoparticles in colloids is also in this method the addition
of capping ligands like surfactants and polymers, thus exploiting the steric repul-
sion between the coated particles. Besides the examples reported in the previous
paragraph, ethylenediaminetetraacetic acid (EDTA) and dipicolinate (DPA) can be
used as stabiliser. Precursors are usually ammonium fluorides (NH4F and NH4HF2),
metal fluoride salts (NaF, LiF, KF), metal tetrafluoroborate (NaBF4, KBF4), flu-
oride acid (HF), chloride salts (MClx) and nitrate salts (M(NO3)x). The synthetic
protocol used in the experimental part of this thesis work was a combination of
these two illustrated methods.The nucleation was generated by co-precipitation in a
high-boiling binary mixture (mixture of oleic acid and octadecene 2:3 by volume) at
50 °C and subsequently the reaction mixture (under argon atmosphere) was heated
to high temperature (290 °C) for the growth of the preformed nuclei. Oleic acid
acted not only as a solvent, but also as a coordinating capping agent by binding to
the surface (positive charged) of the nanofluorides, effectively controlling nucleation
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and growth rates. Precursors were M(CH3COO−)x (for indium and neodymium),
metal nitrate salt (Cr(NO3)3, converted into chromium oleate before addition into
reaction mixture), ammonium fluoride (NH4F) and sodium hydroxide (NaOH).[86,
87]

1.3.3 Hydro/Solvothermal method

In hydro/solvothermal method the chemical reactions take place in a closed sys-
tem where precursors are treated under high pressure and temperature conditions.
Most hydrothermal/solvothermal reactions proceed in a sealed reactor, known as
an autoclave, a pressure vessel, or a high-pressure bomb. This method is used for
crystallization process that would be impossible or pretty difficult in conventional
conditions since at elevated temperature the solubility and reactivity of precursors
considerably increase. Nanofluorides can also be prepared by hydrothermal treat-
ment of samples already precipitated from the matrix solutions. The protocol usu-
ally takes a long time, but once the reaction conditions have been set, no further
operator intervention is required. The growth of nanoparticles can also be con-
trolled in this method by adding the stabilizing agent. Frequently used nanofluoride
size-controlling agents synthesized by hydrothermal methods are EDTA, cetyltri-
methylammonium bromide (CTAB), and polyethylene glycol (PEG). Hydrothermal
methods are environmental friendly, but non-aqueous solvents prevents oxygen con-
tamination and also stabilize the particle surfaces and prevent their growth and
agglomeration. Solvothermal methods include heating of the reaction mixtures in
the suitable solvents in autoclaves at the temperature up to 370 C. In addition to the
already mentioned solvents (OA, ODE, OAm), n-heptane, n-(2-hydroxyethyl) ethyl-
enediamine (HEEDA), diethyleneglycol and their mixtures can be used as media for
these techniques.[88, 89]

1.3.4 Reversed micelle and microemulsion methods

Fluoride-based nanoparticles are synthesised in colloid nanoreactors (micelle). The
surfactant molecules (with ionic or uncharged head) are dissolved in organic solvents
to form aggregates that are called as reverse micelles. The term reverse indicates
that the core region is polar and non-polar tails of surfactants point towards organic
solvent. Reverse micelles are usually nanometer-sized (1-10 nm), but they can en-
capsulate a fairly large amount of water in their polar core to form a microemulsion
(size up to 100 nm). In this synthetic approach the chemical reactions takes place
in the aqueous core of the reverse micellar droplets. There are two types of the
synthetic methods with the use of reversed micelles with nano or micro sizes:

i) Reagents are contained in different reverse micelles, which are mixed together
in the organic medium. The coalescence (droplets fusion) of reverse micelles
leads to the exchange of the precursors and the chemical reaction can occur
within the droplets. Therefore, nanofluorides are formed inside the hydrophilic
nuclei of the micelles.

ii) Reagents are contained in different reverse micelles and in the lyophilic me-
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dia, thanks to diffusion and exchange processes, the chemical reactions among
precursors can take place withind droplets.

Therefore, in both approaches the desired nanoparticles are obtained inside the
inverted micelles and precipitate, being insoluble, in the aqueous core. The concen-
tration and nature of the surfactant allow the creation of micelles of various shapes,
e.g. cylinders, lamellae, spherolites, etc.
Cyclohexane, n-octane, isooctane, n-heptane are commonly used as the lyophilic
phase; aqueous HF, NH4F, NaF as sources of fluoride anion; and tetrahydrofuran
(THF), CTAB as surfactants. N-butanol, 2-octanol and PEG are often used and
play the dual role of solvents and co-surfactants.[83, 90, 91]

1.3.5 Microwave-assisted synthesis

Microwave-assisted synthesis is a fast physical approach commonly performed in
ionic liquids. Microwave heating allows a shorter time of reaction as compared with
the conventional hydrothermal method and thermal decomposition. Microwaves are
EM waves with frequencies in the range of 300–300000 MHz, see Figure 1.5, that
can interact with matter producing heat in situ. The heat transfer due to microwave
absorption is limited to the reaction mixture lowering production cost, in contrast
with the conventional methods where heat is transferred from outside to inside. The
reactions often take place in ionic liquids that play the dual role of solvent and fluor-
ine source like 1-ethyl-3-methylimidazoliumtetrafluoroborate (C6H11BF4N2, EMIM
BF4), 1-methyl-3-octylimidazolium tetrafluoroborate (C12H23BF4N2, OMIMBF4) and
1-n-butyl-3-methylimidazolium tetrafluoroborate (C8H15BF4N2,[BMIM]BF4). Ionic
liquids are a class of non-molecular compounds that are composed solely of ions with
melting points lower than 100 °C, and they can be also used in mixture with ethyl-
ene glycol. When the chemical reactions occur in an ionic liquid, different additives
are required to stabilise the nanofluorides like citrate, N,N,N-trimethylglycine (be-
taine), and lauryldimethylglycine (lauryl betaine). However, the microwave-assisted
synthesis can also occur in water or alcohol involving chloride salts, alkali hydroxide
and metal tetrafluoroborate as precursors and EDTA as stabiliser.[92–94]

1.3.6 Sonochemical method

Sonochemical method is a physical synthetic approach that exploit ultrasound ra-
diations to generate local extreme and transient conditions. Temperatures above
5000 K and pressures exceeding 1000 atm without the need to heat and pressurize
the entire system (like for thermal decomposition and hydro/solvothermal methods)
reduce considerably cost. Ultrasound irradiation beyond a certain threshold value
involves the agitation of the particles in a liquid medium and the development of a
series of chemical reactions, in particular inducing the formation of (very reactive)
radical species. Sonochemical synthesis is related to the cavitation phenomenon,
which depends on the ultrasound settings, the type of liquid, the temperature and
the pressure. It has been shown that cavitation is induced by high frequency sonic
waves, in the range 16 kHz - 100 MHz. This phenomenon consists in the formation
of several microbubbles in the liquid, which when they explode or implode/collapse
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cause the release of a large amount of energy. As a result, pressure and temper-
ature increase locally for a few moments, forming hot spots in cold liquids. This
phenomenon occurs when the pressure inside a liquid drops sufficiently below the
vapor pressure of the liquid itself. Often the pH of the reaction mixture also plays
an important role in the synthesis. Aqueous or alcoholic solvents are the most used,
and the samples obtained must subsequently undergo a calcination process.[95–97]

1.4 Post-Synthetic Surface Modification

Post-synthesis surface modification allows for fine-tuning and tailoring of the prop-
erties and functionalities of the nanoparticles for specific applications. Nanoparticles
synthesized with the colloidal approaches described in the previous section are usu-
ally covered by some amphiphilic molecules (ligands). Ligands play a very important
role during synthesis as they control the nucleation and growth processes. After syn-
thesis, they provide greater colloidal stability and often also play a protective role
against unwanted chemical reactions or interactions with the environment (e.g. pH).
The surface–ligand interactions can also result in changes in the electronic or optical
properties of nanoparticles due to charge redistribution and polarization effects on
the surface.
Furthermore, ligands can be selected to impart compatibility with biological systems
to the nanomaterial. Some ligands may also possess additional functional groups
(e.g., amino, thiol, carboxyl) that allow the bonding to secondary molecules like an-
tibodies, proteins, carbohydrates and nucleic acids. Surface modification strategies
include, besides the formation of organic coatings, the growth of inorganic shells
(single or multiple) which can be amorphous (silica or titania) or crystalline (same
or different composition of the core). The most commonly used post-synthesis sur-
face modifications are illustrated below.[98–100]

1.4.1 Organic coatings

Organic coatings can be made up of either small organic compounds, large poly-
mers with adjustable polarity, or other functional biomolecules that enrich the nan-
oparticles with additional properties. Small organic compounds are for examples
oleic acid. oleylamine and trisodium citrate. The appropriate choice of ligands
plays a critical role in the structure, colloidal stability, function and intended ap-
plications of nanoparticles. Two main parameters should be taken into account in
the design of the surface of nanomaterials:

i) The nature and strength of the bond between the ligand and the surface of
nanoparticles. The strength of ligand binding is essential for the long-term
colloidal stability of nanoparticles. If the affinity between surface and ligands
is weak, nanoparticles should be dried or stored in a medium containing a
high excess of ligands. Ligands can be multidentate (like EDTA and citrate),
which usually display an increased binding strength having multiple anchoring
points.

ii) The environment for which nanoparticles are designed. It may be necessary
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to disperse the nanoparticles in aqueous mediums with different pH values,
in buffers, in biological or organic media. Biological applications limits the
choice of ligands to those that are biocompatible, noncytotoxic, and remain
strongly bound to the nanoparticle surface. The ligands in this case may also
have targeting and drug delivery abilities, or enabling the self-assembly of the
nanoparticles in an orderly manner. The terminal groups of the ligands may
also be used for the immobilization of functional bio-macromolecules (biocon-
jugation).

Polymeric coatings are often polyethylene glycols, poly(ethylene-alt-maleic anhyd-
ride) functionalized with dodecylamine, 2-methacryloyloxyethyl phosphorylcholine,
polystyrene and polyacrylamide. While bio-polymer coatings includes peptides, pro-
teins, antibodies, carbohydrates and oligonucleotides. Conjugation of inorganic nan-
oparticles to biomolecules generates hybrid materials that can be used to let the
nanoparticles interact specifically with biological systems.
The most common approach to functionalize nanoparticle surfaces with organic lig-
ands consists in the replacement of the original ligands with specifically designed
species through a ligand-exchange process. The reagents most used to replace
the original ligands are nitrosonium tetrafluoroborate (NOBF4), diazonium tetra-
fluoroborate compounds (like 4-nitrobenzenediazonium tetrafluoroborate), methyl-
oxonium tetrafluoroborate and triethyloxonium tetrafluoroborate. In these cases,
the original ligand is replaced by inorganic BF4

− anions, which provide electrostatic
stabilization of the nanocrystals in the polar media. Subsequently, nanoparticle
can be readily further functionalized by various capping molecules via a second-
ary ligand-exchange reaction, since BF4

− anions weakly interact with the surface of
nanoparticles. Some uncommon ligand stripping strategies involve acidic solution
like HCl solution and formic acid (acid-base ligand-exchange reactions) or the son-
ication under stirring of a mixture of nanoparticles and new ligand molecules in an
anti-dispersion medium (no affinity with original ligand capped-nanoparticles).[101–
105]

1.4.2 Inorganic coatings

Inorganic coatings are mainly prepared to protect the core (lower sensitivity to
environmental changes), to improve dispersibility in aqueous media and biocom-
patibility of nanocrystals, and to passivate the surface of the core by suppressing
surface electron trap states resulting from unsatisfied bonds on the surface. There-
fore, modification of the surface chemistry of nanocrystals can lead to improved
PLQYs, changes in catalytic activity, and toxicity. By varying the size, composi-
tion, and thickness of the shell, it is possible to finely tune the properties of the
nanoparticle. Inorganic coatings can be amorphous or crystalline, which can have
the same or different composition of the core.
Dual–phase core–shell nanostructures possess an amorphous shell generally a few
nanometers thick. Amorphous boundary layers can effectively reduce interface en-
ergy, block the motion of dislocations, trap/absorb and smear accumulated dislo-
cations away along crystal–amorphous interfaces. Silica is an excellent candidate
for amorphous coating nanostructures, as it is optically transparent, chemically in-
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ert and photo-chemically stable. In addition, SiO2 is hydrophilic and negatively
charged preventing the aggregation form colloidal particles. Silica shell allows core
nanoparticle to be biocompatible (reducing its toxicity) and easily bioconjugated
with functional groups.
Several strategies have been devised for the fabrication of silica shell/crystalline core
nanoparticles often relying on the sol–gel synthesis of silica from an alkoxysilane.
The synthetic process involves hydrolysis and poli-condensation of metal alkoxides
(Si(OR)4) such as tetraethylorthosilicate (TEOS) or inorganic salts such as sodium
silicate (Na2SiO3) in the presence of mineral acid (e.g., hydrochloric acid HCl) or
base (e.g., ammonia NH3, ethanolamine NH2CH2CH2OH) as catalyst. The structure
of the resulting gel is significantly different depending on the catalyst and this is
due to the relative rates of the hydrolysis and condensation reactions.
It has been proven that TEOS replaces the capping agent originally present on the
hydrophobic nanocrystalts, enabling their transfer into the water phase where silica
shell can be prepared. The main limitation of the available synthetic strategies relies
on the removal of the templating agent, which generates the porous network. Calcin-
ation enables the complete removal of the template and formation of the mesoporous
ordered structure, but it may alter the functionalities or compromise the dispers-
ibility of the nanoparticles. And on the other hand, if mild conditions are used
the removal of the template is usually incomplete. [106–109] Crystalline inorganic
shells, on the other hand, are mainly used to improve the luminescent properties
of nanocrystals. The photoluminescence of nanocrystals strongly depends on their
surface chemistry, as lattice surface defects, such as dangling bonds, can act as
charge carrier traps, resulting in a decrease in PLQY. The inorganic shell serves
to passivate the surface trap states and, thus, reduce nonradiative recombination
(nonradiative decay of the exciton). The thickness of the shell can also influence
the emission properties of nanocrystals. More than one inorganic crystalline shells
are often prepared around a single core. The shell often consists of an inorganic
material with a band gap wider than that of the core, or the core and shell are made
up of the same crystalline matrix (isostructural phases) but contain different doping
ions. The inorganic shells are created through an epitaxial growth route, i.e. the
pre-formed cores are introduced into the reaction mixture acting as seeds on which
the formation of the shell takes place via heterogeneous nucleation.[110–113]



46 CHAPTER 1. INTRODUCTION



Materials and Methods

2.1 Materials

2.1.1 Reagents, Solvents and Dispersion medium

Oleic acid C8H17CH CH(CH2)7COOH
CAS No.112-80-1, MW: 282.47 amu(g/mol), d=0.89 g/cm3 at 25 °C, laboratory
reagent grade 70%, Brand: Fisher ChemicalTM.

1-Octadecene CH2 CH(CH2)15CH3
CAS No.112-88-9, MW: 252.486 amu(g/mol), d=0.789 g/cm3 at 25 °C, technical
grade 90%, Brand: Alfa Aesar.

Ethanol CH3CH2OH
CAS No.64-17-5, MW:46.07 amu(g/mol), d=0.789g/cm3 at 25 °C, reagent grade
95%, Brand: Labkem.

Methanol CH3OH
CAS No.67-56-1, MW: 32.042 amu(g/mol), d=0.7866 g/cm3 at 25 °C, analytical
reagent grade ≥ 99.9%, Brand: Fisher ChemicalTM.

Cyclohexane C6H12
CAS No.110-82-7, MW: 84.16 amu(g/mol), d=0.996 g/cm3, reagent grade 99.9%,
Brand: Labkem.

n-Hexane C6H14
CAS No.110-54-3, MW: 86.18 amu(g/mol), d=0.6606 g/cm3, reagent grade 95%,
Brand: Labkem.

Indium acetate In(CH3CO2)3
CAS No.25114-58-3, MW:291.95 amu(g/mol), d=1.068 g/cm3 at 25 °C, reagent
grade 99.9%, Brand: Thermo Scientific.

47
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Sodium hydroxide NaOH
CAS No.1310-73-2, MW: 39.997 amu(g/mol), d=2.13g/cm3, pearl, technical grade
95%, Brand: Fisher ChemicalTM.

Ammonium Fluoride NH4F
CAS No.12125-01-8, MW:37.037 amu(g/mol), d=1.01 g/cm3, reagent grade ≥
98%, Brand: Thermo Scientific.

Neodymium(III) oxide Nd2O3
CAS No.1313-97-9, MW: 336.48 amu(g/mol), d= 7.24 g/cm3, reagent grade
99.9%, Brand: Thermo Scientific.

Acetic acid CH3COOH
CAS No.64-19-7, MW: 60.052 amu(g/mol), d= 1.05 g/cm3 at 25 °C, reagent grade
≥ 99.8%, Brand: Thermo Scientific.

Chromium(III) nitrate nonahydrate Cr(NO3)3
CAS No.7789-02-8, MW: 400.15 amu(g/mol), d= 1.85 g/cm3 at 25 °C, reagent
grade 98.5%, Brand: Alfa Aesar.

Sodium oleate C18H33NaO2
CAS No.143-19-1, MW: 304.44 amu(g/mol), d=0.9 g/cm3 at 25 °C, reagent grade
≥ 99.8%, Brand: Thermo Scientific.

Acetone CH3COCH3
CAS No.67-64-1, MW: 58.08 amu(g/mol), d= 0.78 g/cm3 at 25 °C, reagent grade
≥ 99.8%, Brand: Thermo Scientific.

Chloroform CH3CCl3
CAS No.67-66-3, MW: 119.37 amu(g/mol), d= 1.56 g/cm3 at 25 °C, reagent grade
98.5%, Brand: Thermo Scientific.

Triethyloxonium tetrafluoroborate EtO3BF4
CAS No.99 429-06-1, MW: 217.06 amu(g/mol), d= 1.23 g/cm3 at 25 °C, reagent
grade 99%, Brand: Sigma-Aldrich.

Nitrosonium tetrafluoroborate NOBF4
CAS No.14635-75-7, MW: 116.81 amu(g/mol), d= 2.18 g/cm3 at 25 °C, reagent
grade 99%, Brand: Sigma-Aldrich.
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N,N-Dimethylformamide (CH3)2NCHO
CAS No.68-12-2, MW: 73.09 amu(g/mol), d= 0.94 g/cm3 at 25 °C, reagent grade
99.8%, Brand: Sigma-Aldrich.

Acetonitrile CH3CN
CAS No.75-05-8, MW: 41.053 amu(g/mol), d= 0.786 g/cm3 at 25 °C, reagent
grade 99.9%, Brand: Fisher ChemicalTM.

Deionized water H2O
CAS No.7732-18-5, MW: 18.02 amu(g/mol), d= 0.998 g/cm3 at 25 °C, technical
grade.

2.1.2 Laboratory Equipment

Na3InF6 nanocrystal synthesis setup

• 100% Argon Gas Tank

• Schlenk line with bubbler, cold trap and Dewar flask

• Rotary vane vacuum pump

• Magnetic stir bars

• Heating mantle with temperature controller

• Three-neck 50-mL round-bottom flask

• Liebig condenser

• Cold trap

• Flow control adapter

• Vacuum take off adapter and trap

• Septum for fitting the temperature probe

• Teflon-coated, oval magnetic stir bar (dimensions: 20 × 10 mm)

• Borosilicate glass syringe and needle

• Three micropipettes (ranges: 20–200, 100–1,000 and 1000–10,000 µL) with
appropriate disposable tips

• Poly(propylene) manual pipette filler

• Pipettes (capacity: 5 mL and 10 mL)

• Eppendorf tubes (capacity 1.5 mL)

• Poly(propylene) centrifuge tubes (capacity: 15 mL and 50 mL)

• Two graduated cylinders (capacity: 10 mL and 50 mL)
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• Sample vials with caps and parafilm

• Pasteur pipettes

• Centrifuge (for falcon and for eppendorf tubes)

• Vortex mixer

• Ultrasonic cleaning bath

• Spatulas with different sizes

• Laboratory balance (220 g–0.01 mg) and weighing papers

• Crystallization dish (dimensions: 100 mm × 50 mm) and water

• Hot plate (Capacity: 350 °C and 2000 rpm)

• X-ray diffractometer (Panalytical X’PERT PRO) and zero diffraction plates
for XRD

• Transmission electron microscope (JEM1010, Jeol) with acceleration voltage
up to 100 KeV and carbon-coated copper TEM grids. Madrid, Spain.

• Transmission electron microscope (JEM-F200, Jeol). Venice, Italy.

• FS5 spectrofluorometer (Edinburgh Instruments), measures up to 850 nm

• Quartz cuvettes (Hellma)

• 808-nm and 405-nm diode laser (Lumics GmbH)

• Optical fibers

• Ocean HDX and NIR-Quest spectrometers for visible and near-infrared meas-
urements, respectively (Ocean Insight)

• Fourier-transform infrared spectrophotometer IRSpirit (SHIMADZU)

• Mini-Pellet press kit SpecacTM with manual hydraulic presses for KBr tablets

• Dynamic Light Scattering instrument, Zetasizer Advance Pro (Malvern) size
range 0.3 nm to 10 µm, minimum volume 12µL

Chromium oleate Cr(C18H33O2)3 preparation setup

• Laboratory balance (220 g-0.01 mg) and weighing papers

• Spatula

• 25mL-single-neck round-bottom flask

• Magnetic stir bars

• Allihn condenser

• Flask clamp

• Inlet and outlet tubes for cooling water
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• Crystallization dish (dimensions: 100 mm x 50 mm) and water

• Magnetic stirrer hot plate (Capacity: 350 °C and 2000 rpm)

• 25mL-separatory funnel with a suitable cap

• 50mL-becker

• 10mL-pear-shaped evaporating flask

• Rotary evaporator

• Glass vial with cap

• Parafilm

• Pasteur pipettes

• Graduated cylinder (capacity: 10 mL)

• Vortex mixer

• Ultrasonic cleaning bath

Neodymium acetate Nd(CH3COO)3 preparation setup

• Microwave reaction vial

• Magnetic stir bars

• Microwave synthesis reactor

• Crystallization dish (dimensions: 100 mm x 50 mm) and silicone fluid

• Magnetic stirrer hot plate (Capacity: 350 °C and 2000 rpm)

• Glass vial with cap

Stripping of oleate on Na3InF6 nanocrystals

• Parafilm

• Pasteur pipettes

• Graduated cylinder (capacity: 10mL)

• Magnetic stirrer plate (Capacity: 2000 rpm)

• Glass vial with cap

• Sample vials with caps and parafilm

• Pasteur pipettes

• Centrifuge

• Poly(propylene) centrifuge tubes (capacity: 15 mL)

• Laboratory balance (220 g - 0.01 mg) and weighing papers
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• Spatula

• Vortex mixer

• Ultrasonic cleaning bath

2.2 Experimental Protocols

2.2.1 Preparation of precursor stock solutions

Solution 1.0 M of sodium hydroxide in methanol

In a 50 mL - falcon tube, pearls of caustic soda (1599.88 mg, 40 mmol) were dissolved
with methanol (40 mL) with the aid of an ultrasonic bath at room temperature for
about 20 minutes. The falcon tube was sealed and stored in a refrigerator at ∼ 4 °C
until needed. The sodium hydroxide-methanol stock solution is stable for 1 month
without producing any noticeable precipitation.

Solution 0.4 M of ammonium fluoride in methanol

In a 50 mL - falcon tube, small crystals of ammonium fluoride (711.11 mg, 19.2
mmol) were dissolved with methanol (48 mL) with the aid of an ultrasonic bath
at room temperature for about 30 minutes. The falcon tube was sealed and stored
in a refrigerator at ∼ 4 °C until needed. The ammonium fluoride-methanol stock
solution is stable for 1 month without producing any noticeable precipitation. A
solution with greater concentration would be difficult to obtain at room temperature
because ammonium fluorides is slightly soluble in alcohol.

Solution 0.2 M of chromium oleate Cr(C18H33O2)3 in n-hexane

In a one-neck-round bottom flask fitted with an allihn condenser in vertical pos-
ition, chromium(III) nitrate (238.01 mg, 1 mmol) and sodium oleate (974.21 mg,
3.20 mmol) were mixed with deionized (DI) water (2.0 mL), ethanol (1.53 mL) and
hexane (3.53 mL). The round-bottom flask was placed into a hot water bath and
heated to 70 °C for 2 hours under stirring (high speed). The content of the flask was
then transferred into a separating funnel with the aid of a glass rod. The separation
of two phases required several minutes. The lower phase, milky white, contained the
polar solvents with sodium nitrate (by-product), and the upper phase, greyish blue
colour, consisted of hexane, chromium oleate and unreacted sodium oleate. The
lower phase was removed and then the organic phase was washed with DI water
(7 mL). The residues of sodium oleate, acting as anionic surfactant, stabilised the
mixture in the separatory funnel, to break the formed emulsion a small volume of
ethanol was sprayed into the liquid mixture. The washed mixture was poured into
a small pear-shaped evaporating flask and the hexane was completely removed via
vacuum, resulting in a blue solid. The obtained powder of chromium oleate was
then dissolved in hexane (5 mL) with the aid of an ultrasonic bath. The stock solu-
tion theoretically had a concentration of 0.2 M. The non-polar solvent was n-hexane
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which can be easily removed during the first nanoparticle synthesis step. The solu-
tion is stable for up to 12 months when stored in sealed glass vials at about 4°C.
The overall chemical reaction involves in the preparation of chromium oleate is:
Cr(NO3)3+3Na(C8H17CH−−CH(CH2)7COO) ∆−−→ Cr3+(C8H17CH−−CH(CH2)7COO– )3+
3Na(NO3)
A graphical representation of the separatory funnelcontaining the bilayer mixture is
shown in Figure 2.1.

Figure 2.1: Image representing the separatory funnel containing the bilayer mixture,
the organic phase is blue and aqueous/alcoholic phase in greyish white.

Solution 0.2 M of neodymium acetate Nd(CH3COO)3 in water

In a round-bottom reaction vial, neodymium oxide (336.48 mg, 2 mmol) and acetic
acid (1.5 mL, 26.2 mmol) were mixed with DI water (1.5 mL, 83.3 mmol). The glass
vial was placed in a microwave reactor (rated for 300 PSI at 180 °C). The reaction
mixture was kept at these conditions for 30 minutes under stirring (medium speed
setting). After the vial had been cooled to room temperature, the magnetic stirrer
was removed and the product was transferred into a new vial with a wide aperture to
enable a fast dry of it. The container was placed in a crystallization dish containing
silicone fluid heated at 60 °C. The heating of the product was kept for more than 24
hours. The dried lilac powder was dissolved in DI water (10 mL) using an ultrasonic
cleaning bath. To facilitate the dissolution of neodymium acetate in DI water, acetic
acid (∼ 150 µL) was added to the solution. The vial with the obtained solution was
sealed and stored in a refrigerator at ∼4 °C until needed. The neodymium acetate
stock solution can be stored in these conditions for 12 months without producing
any noticeable precipitation.1
The overall chemical reaction occurring during the preparation of neodymium acet-
ate is: Nd2O3 + 6CH3COOH ∆−−→ 2Nd3+(CH3COO– )3.
A large excess of acetic acid (∼118%) was experimentally used. A graph represent-
ing the oscillation of temperature and pressure over time during the preparation of
neodymium acetate in the microwave reactor is shown in Figure 2.2.

1Neodymium acetate may be directly used as solid, like indium acetate, however the use of a
solution enables to have a greater control in the added amount of dopants.
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Figure 2.2: Graph representing the oscillation of temperature (left axis) and pressure
(rigth axis) over time (heating, reaction and cooling time).

2.2.2 Preparation of sodium indium fluoride nanocrystals

The synthesis of sodium indium fluoride Na3InF6 nanocrystals was inspired by the
protocol for sodium gadolinium fluoride (NaGdF4) published in 2014.[114] The ap-
propriate variations were done in the amount of precursors because the stoichiometry
of the chemical reaction for the synthesis of Na3InF6 is different from that for
NaGdF4. In addition, the synthetic procedure was optimised for sodium indium
fluoride nanocrystals exploring three synthetic parameters related to the growth of
the nanocrystals: the rate at which the system was heated until the desired temper-
ature (∼7.5 or ∼15 °C/min), the temperature (270 °C, 280 °C and 290 °C) and the
duration of the stage itself (30, 60, 90, 120 minutes). Experimentally performed nan-
oparticle purification differs almost completely from that proposed in the protocol
for sodium gadolinium fluoride.

Preparation of undoped sodium indium fluoride nanocrystals

Preparation of indium oleate The first stage of the preparation of undoped
sodium indium fluoride nanocrystals was the preparation of indium oleate. In a
50-mL three-neck round-bottom flask, indium acetate (116.8 mg, 0.4 mmol), oleic
acid (4 mL, 8.8 mmol) and 1-octadecene (6 mL, 16.9 mmol) were mixed at room
temperature (23–25 °C). Octadecene was chosen as non-polar solvent since its boiling
temperature is about 315 °C, higher than the working temperature. The flask was
fitted with a thermocouple temperature sensor, a vacuum take-off adapter with trap
and a flow control adapter. The vacuum pump and magnetic stirrer were turned
on, then the stopcock on the Schlenk line was opened to create the vacuum in
the flask. At this point, indium acetate started to dissolve in the organic solvent
and the temperature began to decrease. The heating mantle was turned on, the
solution was heated at 100 ±8 °C for 10 min under stirring to ensure the complete
dissolution of the indium acetate in the organic phase. The reaction mixture was
further heated at 150±5 °C for 20 min under stirring. The heating mantle was
switched off and removed allowing the slow cooling down to room temperature of
the reaction mixture, still under stirring. When the temperature approached the
room temperature the stopcock on the Schlenk line was closed, and the vacuum
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pump was turned off. The temperature sensor, vacuum take-off adapter and flow
control adapter were removed from the flask. Once the yellowish solution was cooled,
the preparation of the indium oleate was completed.
The overall theoretical chemical reaction involved in this first step is:
In(CH3COO– )3 + 3 (C17H33)COOH ∆−−→ In3+((C17H33)COO– )3 + CH3COOH
Actually, an excess of oleic acid (∼6 times) was experimentally used.
In Figure 2.3 the chemical structure of indium oleate complex is shown.

Figure 2.3: Indium (III) oleate complex. Oleate is a monodentate ligand.

Nucleation The 1 M sodium hydroxide solution (2 mL, 2.0 mmol) and the 0.4 M
ammonium fluoride solution (6.6 mL, 2.6 mmol) were pipetted into 50-mL round-
bottom flask containing the reaction mixture obtained in the previous synthetic
stage. The way of introduction of precursors (sodium and fluoride ions) was ex-
plored, but additional tests would be necessary to make consistent suppositions. In
most of experiments the precursors were individually introduced in the flask, giving
priority to the sodium hydroxide solution. In some experiments the precursors were
introduced together in the flask, sodium hydroxide and ammonium fluoride solu-
tions were pipetted into a 15-mL falcon tube, the mixture was sonicated using an
ultrasonic cleaning for 10 seconds and pipetted in the flask using a pasteur pipette.
Immediately after the introduction of precursors the round-bottom flask was placed
in a hot water bath and heated at 50 °C for 30 minutes under stirring. This stage
consisted in the formation of sodium indium fluoride nuclei from which nanocrystals
were then originated. The flask was removed from the water bath and it was cooled
down by about twenty degrees under stirring.

Nanocrystals growth The round-bottom flask was placed inside the heating
mantle and fitted with a thermocouple temperature sensor, a vacuum take-off ad-
apter with trap and a flow control adapter. The vacuum pump and magnetic stirrer
were turned on, then the stopcock on the Schlenk line was opened to create the
vacuum in the flask. The heating mantle was switched on and set at 100 °C. The
reaction mixture was kept at 100±8 °C for 10 minutes to remove the excess of
methanol (derived from solutions of precursors). At this point, the stopcock of the
vacuum in the Schlenk line was slowly closed and that of the argon flow was gradu-
ally opened. The stopcock in the flow control adapter (mounted on the flask) was
opened to fill the flask with argon. The reaction mixture was heated to 290±5 °C
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with a heating rate of ±7.5 °C/min for 30 minutes under stirring.2 This stage con-
sisted in the growth of sodium indium fluoride nanocrystals. The heating mantle
was switched off and removed to cool down slowly until room temperature under
stirring the reaction mixture. When the temperature was about 60 °C the stopcock
in the flow control adapter and then on the Schlenk line were closed.

Purification The content of the flask (∼10 mL) was transferred into a 50-mL
centrifuge tube. Ethanol (20.0 mL) was added to the reaction mixture and the
falcon tube was centrifuged for 5 minutes at 3’800 g at room temperature. The
supernatant was discarded and the remaining pellet was dispersed in cyclohexane
(4 mL). To restore the ligand coverage on the surface of the nanoparticles, oleic acid
(350 µL) was pipetted into the dispersion, the centrifuge tube was agitated using a
vortex mixer and sonicated with the aid of an ultrasonic bath at room temperature
for 3 minutes. The final dispersion was spun down at 500 g for 1 min at room
temperature, the supernatant was collected and transferred in two 15-mL centrifuge
tubes (to obtain a better centrifugation). Ethanol (4.3 mL) was added to each cent-
rifuge tube. The mixture was agitated with a vortex mixer, and then spun down
at 6’575 g for 5 min at room temperature. Two supernatants were discarded and
each pellet was dispersed in cyclohexane (2 mL). The dispersions were agitated with
a vortex mixer and sonicated for three minutes. Ethanol (2 mL) and methanol (2
mL) were added to the dispersion in each falcon tube. The mixture (apolar organic
phase and alcoholic phase) was stirred with a vortex mixer and then spun down
at 6’575 g for 5 min at room temperature. Two supernatants were discarded, the
washed Na3InF6 nanocrystals (pellets) were dispersed in cyclohexane (1 mL). The
dispersions were agitated with a vortex mixer, sonicated for three minutes and then
joined together. The final dispersion of Na3InF6 nanocrystals in cyclohexane was
transferred to a glass vial. Oleic acid (150 µL) was pipetted into the vial to restore
the outer organic shell and after 3 minutes of sonication the vial was sealed with
parafilm and stored in a refrigerator at ∼ 4 °C.
The overall chemical reaction involved in the synthesis is:
In3+(C18H33O2)3+3Na+OH–+6 NH +

4 F– ∆−−→ oleate capped–Na3InF6NCs+xNaF ↓+
6NH3 ↑ + 3H2O ↑
Actually, there was an excess of sodium cations (+66.7 %) and fluoride ions (+10%)
in the experimental reactions. The experimental molar ratio among the various pre-
cursors was: Na+:In3+:F−=25:5:33. Sodium fluoride was one of the main by-product
of the reaction, and it was separated from sodium indium fluoride nanocrystals dur-
ing the first and second wash steps. The concentration of nanoparticles in the final
dispersion has not been determined, assuming a reaction yield of 100% the concen-
tration is 59.56 mg/mL (200 mM).

2The ideal growth conditions for sodium indium fluoride nanocrystals were searched, hence some
variations of this stage were performed. Firstly, two heating rates were explored (±7.5 °C/min and
±15 °C/min). Secondly, three temperatures (270 °C, 280 °C and 290°C). Several experiments were
done for each heating rate and temperature. To search the ideal period of time of growth, once
the selected temperature was reached every 30 minutes up to 120 minutes an aliquot of sample (1
mL) was collected using a glass syringe fitted with a long needle.
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A schematic representation of four main stages involved in the preparation of so-
dium indium fluoride nanocrystals is shown in Figure 2.4.

Figure 2.4: Schematic representation of four main stages involved in the synthesis of
sodium indium fluoride nanocrystals: preparation of metal-oleate complexes (based
on indium(III) or neodymium(III)), nucleation, growth and purification of nano-
crystals.

A schematic representation of the stages involved in the precipitation and purifica-
tion of sodium indium fluoride nanocrystals is shown in Figure 2.5.

Figure 2.5: Schematic representation of nanocrystals purification. Circular arrows
in the chart symbolize vortex mixer and sonicator.

2.2.3 Preparation of doped and co-doped sodium indium flu-
oride nanocrystals

The preparation of doped or co-doped sodium indium fluoride nanocrystals differs
from the previous synthetic procedure only for the quantities of precursors involved
in the first stage, described in paragraph 2.2.2. All the other synthetic steps illus-
trated in subsection2.2.2 are valid even for the preparation of doped and co-doped
nanoparticles.
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Preparation of metal(III) oleate

Doping with 2% Cr(III) 3 In a 50-mL three-neck round-bottom flask, indium
acetate (114.44 mg, 0.392 mmol), the solution of chromium oleate (40µL, 0.008
mmol), oleic acid (4 mL, 8.8 mmol) and 1-octadecene (6 mL, 16.9 mmol) were
mixed at room temperature (23–25 °C).

Doping with 5% Cr(III) 3 In a 50-mL three-neck round-bottom flask, indium
acetate (110.94 mg, 0.380 mmol), the solution of chromium oleate (100µL, 0.02
mmol), oleic acid (4 mL, 8.8 mmol) and 1-octadecene (6 mL, 16.9 mmol) were
mixed at room temperature (23–25 °C).

Doping with 2% Nd(III) 3 In a 50-mL three-neck round-bottom flask, indium
acetate (114.44 mg, 0.392 mmol), the aqueous solution of neodymium acetate (40µL,
0.008 mmol), oleic acid (4 mL, 8.8 mmol) and 1-octadecene (6 mL, 16.9 mmol) were
mixed at room temperature (23–25 °C).

Doping with 5% Nd(III) 3 In a 50-mL three-neck round-bottom flask, in-
dium acetate (110.94 mg, 0.380 mmol), the aqueous solution of neodymium acetate
(100µL, 0.02 mmol), oleic acid (4 mL, 8.8 mmol) and 1-octadecene (6 mL, 16.9
mmol) were mixed at room temperature (23–25 °C).

Co-doping with 5% Cr(III) and 2% Nd(III) 3 In a 50-mL three-neck round-
bottom flask, indium acetate (108.61 mg, 0.372 mmol), the aqueous solution of
neodymium acetate (40µL, 0.008 mmol), the solution of chromium oleate (100µL,
0.02 mmol), oleic acid (4 mL, 8.8 mmol) and 1-octadecene (6 mL, 16.9 mmol) were
mixed at room temperature (23–25 °C).

After each of these five steps, the synthetic phases already illustrated in the previous
section 2.2.2 were carried out.

2.2.4 Stripping of oleic acid from nanocrystal surfaces by us-
ing Meerwein’s salt

The procedure for the removal of oleate molecules on the surface of sodium indium
fluoride Na3InF6 nanocrystals was inspired by the protocol reported in a research
article published in 2012 in Angewandte Chemie.[115]
Firstly, the preparation of precursor stock solutions was performed. A solution of
triethyloxonium tetrafluoroborate (100 mM, 18.999 mg/mL) was made dissolving
the Meerwein’s salt (200 mmol, 38.00 mg) in in acetonitrile (2 mL, ACN). A solu-
tion of trisodium citrate (400 mM, 103.22 mg/mL) was prepared dissolving the salt
(309.66 mg) in DI water (3 mL).4

3The percentages of dopant ions are expressed in terms of concentration and not in terms of
ions.

4The removal of oleic acid from the surface of nanocrystals was also performed using nitrosonium
tetrafluoroborate NOBF4 and formic acid HCOOH.
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The purified dispersion of nanocrystals in cyclohexane (650 µL) was mixed with
oleic acid (100 µL) and then sonicated for 3 minutes to break potential aggreg-
ations. The sample was centrifuged for two minutes at 500 g to remove sodium
fluoride (by-product) from the dispersion. The supernatant was collected and trans-
ferred in a 15-mL centrifuge falcon tube. The sample was divided into four aliquots
(150 in each epperndorf tube) and mixed with ethanol (900 µL in each epperndorf
tube). Four samples were spun down at 4’000 g for 5 min at room temperature in
a centrifuge. The supernatant was discarded, the pellet in each epperdorf tube was
dispersed in cyclohexane (700 µL) agitating it with a vortex mixer and sonicating
it for 3 minutes. The triethyloxonium tetrafluoroborate solution in ACN (175 µL)
was added to each eppendorf tube containing the dispersion of nanocrystals.5 All
four samples were agitated with a vortex for 30 seconds. Four samples were then
sonicated for a variable time (0, 3, 6, 9 minutes) to determine the ideal reaction
time for the removal of oleic acid on the surface of nanoparticle. Immediately after
each incubation time in the ultrasonic bath at room temperature, chloroform (350
µL for each eppendorf tube) was then added to the mixture in order to dissolve the
free oleic acid (removed from the surface of NCs) and to trigger the precipitation
of BF−

4 ion-coated-NPs. The mixture was spun down at 3’000 g for 5 min at room
temperature. The supernatant was discarded, the pellet theoretically containing
BF−

4 ion-coated-NPs was mixed with dimethylformamide (260 µL for each sample)
and slightly heated. The aqueous solution of trisodium citrate (262 µL) was added
in each eppendorf tube containing the nanocrystals, the obtain mixture was agitated
with a vortex mixer for 1 minute and sonicated for 10 minutes. The purification
of citrate capped-NCs was performed by adding acetone (520 µL). The sample was
spun down at 3’000 g for 10 minutes. The supernatant was discarded and disperse
in DI water (1 mL).

A schematic representation of the stages involved in the ligand exchange on the
surface of sodium indium fluoride nanocrystals from oleate (apolar ligand) to citrate
(polar ligand) is shown in Figure 2.6.

Figure 2.6: Schematic representation of nanocrystal ligand exchange.

5To explore the ideal amount of Meerwein’s salt required to remove oleic acid from the surface of
sodium indium fluoride NCs, the experimental procedure was repeated adding a different amount
of salt to each samples. instead of using a theoretical molar ratio between NCs and triethyloxonium
tetrafluoroborate of 1:2.5, where used a molar ratio of 1:1.25. Therefore, the Meerwein’s salt stock
solution was diluted, 200 µL of acetonitrile were added to 200 µL of solution in an eppendorf tube.
The diluted solution (175 µL) was pipetted into each of four containers.
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2.3 Characterization of Colloidal Suspensions

2.3.1 Transmission Electron Microscopy

Transmission Electron Microscopy (TEM) is an advanced microscopy technique to
obtain information about the composition, crystal structure, and morphology of
nanomaterials. A conventional transmission electron microscope is composed of an
electron-optical system containing an electron gun (which produces the beam of
electrons) and several magnetic lenses stacked vertically to form a lens column. The
electrons produced by the electron gun are accelerated and focused into a small,
uniform, beam by the condenser lenses. When the electron beam strikes to the spe-
cimen, the interaction can produce numerous outcomes: some electrons are bounce
back out of the sample (back-scattered electrons), some cause the ejection of elec-
trons by the surface of the sample (secondary electrons), some are scattered (trans-
mitted electrons are those that are scattered forward), some are absorbed. The
instrument can provide at the same time either the diffracted pattern or the im-
age of the specimen. This is possible because the specimen is located between the
pre-field and the post-field ot the objective lens The objective lens takes electrons
scattered by the specimen and forms a diffraction pattern in the back focal plane
and an image of the specimen in its image plane. The instrument can have two dif-
ferent operating modes: imaging and diffraction mode, see Figure 2.7. When TEM
is operating in diffraction mode information on the crystalline structure either of
a small region in the specimen or a single nano-structure can be obtained, unlike
X-ray diffraction which provides an information which is the average of crystallites
within a sample. In addition, electron diffraction patterns are direct representations
of 2-D sections through the reciprocal lattice of the specimen. When TEM is oper-
ating in imaging mode, an aperture located in the back focal plane is used in order
to increase the contrast in the magnified image. Depending on the orientation of
the beam respect to the optical axis and to the position of the aperture on the back
focal plane, three different imaging modes can be obtained: bright field mode, dirty
dark field mode and axial dark field mode. In the bright field mode, the beam of
electrons is parallel to the optical axis and the aperture is centred to the optical
axis (only transmitted beam); in the dirty dark field mode the beam of electrons is
still parallel to the optical axis, but the aperture is off-centered selecting a diffracted
beam of electrons; and finally in the axial dark field mode the aperture is centred
to the optical axis, but the electron beam is tilted by a specific angle respect to the
optical axis. TEM can also produce a high resolution image when a large aperture
(or no aperture at all) is used to enable interference among the diffracted beams
of electrons. HR-TEM provides direct images of the crystallographic structure of
nanomaterials at the atomic level.
It should be stressed that carrying out TEM analyzes on a sample might damage it.
The damage caused by an electron beam is usually not negligible for materials with
poor thermal conductivity, as some damage can occur due to the rise in temperature
following the electron-matter interaction. The crystalline structure may change due
to heating, cracks and holes may appear on the surface or inside a specimen. Usually
metals and semimetals are able to endure electron beams with high energy, while
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insulators and ceramics may suffer the problem of heating.[116–118]

Figure 2.7: Schematic representation of a TEM operating in imaging (left) and
diffraction (right) mode. Figure from [119]

2.3.2 X-ray Diffraction

X-ray diffraction (XRD) is a non-destructive analytical technique primarily used for
phase identification of a crystalline material, but it can provide useful information on
unit cell parameters, atomic positions, crystallite sizes and lattice strain. X-rays are
highly energetic EM radiations, see Figure 1.5, characterized by wavelengths of the
order of atomic distances. A X-ray diffractometer consists of three basic elements:
an X-ray tube, a sample holder, and an X-ray detector. Two fundamental compon-
ents of the X-rays tube are: cathode and anode with copper bar (the metal target
is commonly copper, but it can be also iron, cobalt, molybdenum,. . . ). A filament
(usually tungsten-based) is heated to produce electrons, which are then accelerated
toward the metal target by applying a voltage. The interaction of accelerated elec-
trons with metal causes the generation of X-rays. Such EM radiations wavelength
between 0.2 and 0.1 nm, being highly energetic are termed as hard X-rays. X-rays
wavelengths frequently used on lab-scale diffractometers are those generated by us-
ing a copper tube, producing K-α1, K-α2 wavelengths respectively equal to 1.540562
and 1.544398 . When impinging on a crystalline sample, x-rays are coherently and
elastically scattered (diffracted) into very specific directions (given by the Bragg’s
law) with various intensities. When an electron interacts with an X-ray photon,
it becomes a source of secondary spherical waves, meaning that an arrangement of
electrons generates an array of spherical waves. These waves interfere along many
directions through a destructive interference, but in few specific directions their in-
terference is constructive. When waves move in phase with each other they generate
a diffraction pattern.[120, 121] The detector records diffracted intensities vs angle
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2θ, the angle θ corresponds to the detector position with respect to the sample. The
lattice spacing dhkl for each set of crystalline lattice planes is determined through
the well-known Bragg’s law.

2 dhkl sinθ = nλ (2.1)

where (hkl) are the Miller indices, λ is the X-ray wavelength, and n is the integer
representing the order of the diffraction peak. X-ray diffraction is a powerful tech-
nique also to study the crystal size and lattice strain. Crystallite size affects the
FWHM (Full Width at Half Maximum) of diffraction peaks in according to the
Scherrer equation

D(2θ) =
K λ

L cosθ
(2.2)

where D is the width of the peak located at 2θ in the diffraction pattern, K the shape
factor (constant close to 1) and L the crystallite size. Lattice strains can cause a
shift in position and the broadening of diffraction peaks. A compressing stress for
example would make the dhkl spacing smaller, and usually the broadening in XRD
peaks due to strain is visible at high angles..[117, 122–124]

2.3.3 Dynamic light scattering

Dynamic light scattering (DLS) spectroscopy is a simple and non-contact technique
that relies on the intensity of light scattered from a sample or solution to detect the
particle size distributions from the nanometer to the submicron range. A monochro-
matic light beam impinges on a sample and part of it is scattered towards a detector
which collect the variation in the intensity of the scattered light as a function of
time. Lasers typically used in DLS instruments span from red light to NIR, the
most common wavelengths are 532, 637 and 732 nm. The hydrodynamic sizes of the
particles in the colloidal solution are then estimated by determining the constant
and random motions of the particles in the dispersion medium. This technique, be-
sides the determination of particle sizes in colloidal samples, is particularly useful for
studying the stability of formulations and for detecting the presence of aggregation
or agglomeration. Particles when suspended in a fluid move freely in space con-
tinuously and randomly, this motion is called Brownian motion. The hydrodynamic
diameter of a particle affects the speed with which it can move, small particles dif-
fuse faster than larger ones. The instrument, after having determined the intensity
of the light scattered as time passes, generates a mathematical correlation function
between the diffusion capacity of the light (as a function of time) and the size of
the particle itself. The size of a particle (hydrodynamic diameter 2RH) is calculated
from the diffusion coefficient D by using the Stokes-Einstein equation:

2RH =
KB T

3 π η D
(2.3)

where KB, T and η are the Boltzmann constant,temperature and viscosity of the
liquid respectively. It should be stressed that this law relies on spherical particle
with radius RH . Real particles may deviate from the Stokes-Einstein model by be-
ing solvated, asymmetrical or both. The friction factor deviates from the ideal one
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(f = 6π η RH) in these situations causing DLS results inconsistent with the actual
sizes of particles, friction factor and diffusion coefficient are inversely proportional
at constant temperature.
If the particles are small compared to the wavelength of the laser used, 2RH <∼
0.1λ, the scattering arising from the particles illuminated by a vertically polarized
laser will be essentially isotropic, i.e. equal in all directions. The scattering of light
in this regime is called Rayleigh scattering, and the intensity of the scattered light
(IS) depends both on the wavelength of the laser and on the size of the particles:
IS ∝ λ4 (2RH)

6. Due to this significant dependence of signal intensity on size
detecting the contribution of scattered light from small particles in a heterogeneous
mixture containing both very small and very large particles is extremely complex.
Therefore this technique turns out to be particularly effective especially for detect-
ing the hydrodynamic diameters of colloids containing mono-disperse particles of
spherical shape.[125]

2.3.4 Fourier-transform infrared spectroscopy

Fourier-transform infrared spectroscopy (FTIR) is a rapid and non-destructive spec-
troscopic technique that allows obtaining an absorption spectrum of a sample in the
gaseous, liquid and solid state. This vibrational spectroscopy provides details about
the chemical bonds and functional groups in an organic compound, making it partic-
ularly useful for confirming the identity of pure compounds. Infrared radiations are
EM radiations, see Figure 1.5, the IR area of the spectrum is further divided accord-
ing to the wave number into three zones: NIR (12’500 –4’000 cm−1) , MIR (4’000
–200 cm−1) and FIR (200 –10 cm−1). FTIR spectroscopy employs MIR-radiation
as it is resonant with the energy differences between the ground state and higher
vibrational energy levels. A molecule is defined as active IR if an electric dipole vari-
ation occurs due to the molecular vibration induced by the absorption of radiation.
The vibration motion is complex and involves the displacements of all the atoms,
however it is possible to break it down into various harmonic motions independent
of each other, called normal modes. In the case of a polyatomic molecule made
up of N atoms it can be broken down into 3N-6. The superposition of the various
normal modes will constitute the real vibrational motion of the molecule itself. Mo-
lecular vibrations can either involve a change in bond length (stretching) or bond
angle (bending). Stretching can be symmetrical or antisymmetrical, whether bonds
elongate/contract together or not. While bending vibrations are often subdivided
into scissoring, rocking, wagging, and twisting. The harmonic oscillator approxim-
ation according to which molecular vibrations can be approximated to a spring is
a good first approximation of vibrational motions especially for molecules made up
of strong chemical bonds. The position of the signal depends on both the atomic
mass and the bond strength. As the atomic mass decreases and the strength of
the bond between the atoms increases, the wave number will also be greater. The
vibrational transitions can be: fundamental, overtone, hot (between two excited
vibrational states) and combination (combination of two normal vibrational modes
starting from the ground state). Fundamental transitions are the most probable
and consequently the most intense (1←0). The anharmonicity of the real system,
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however, allows further transitions between vibrational levels. The first overtone
bands derive from transitions from the ground state to the second second excited
state (2←0) and have an intensity slightly lower than half of the fundamental band.
The second overtone bands arise from transitions (3←1) from one excited state to
another. FTIR is therefore an extremely useful technique for the analysis of indi-
vidual compounds as it allows to distinguish the different functional groups located
in a molecule. The advantages of using a Fourier transform spectrophotometer are
various, including sensitivity, rapid acquisition which consequently also allows the
determination of multiple spectra improving the signal-to-noise ratio, and smaller
spectral resolution.[126, 127]

2.3.5 PL spectroscopy and PLE spectroscopy

Experimentally, photoluminescence can be measured through different spectroscopic
techniques, all of which are part of photoluminescent spectroscopy. PL basically
uses a laser beam to capture light generated from a material when irradiated by
a laser beam. the commercial equipment is called spectrofluorimeter. Depending
on the mode of excitation and detection over time, luminescence measurements can
be classified as steady-state and time-resolved. Steady-state measurements imple-
ment constant illumination and observation, so it is the study of long-term average
emission of a material after its irradiation. Whereas time-resolved measurements
are performed with pulsed excitation and the emission is monitored as a function
of time, they require a complex instrumentation. This thesis work referes only to
steady-state measurements.[2, 34, 128]
During an experiment, the sample is excited with a laser beam or with a lamp
followed by a monochromator. The emitted light is collected by a focusing lens
and analyzed by means of a second monochromator, followed by a suitable detector
connected to a computer. In Figure 2.8 is shown a schematic diagram of a photolu-
minescence experimental setup.

Figure 2.8: A schematic diagram showing the main elements for measuring photo-
luminescence spectra. The excitation source is a laser beam in this sketch. The
emitted light is collected by a mirror system and focused on the entrance hall of an
optical fiber.[129]
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Two kinds of spectra, excitation and emission, can be registered:

– In excitation spectra, the emission monochromator is fixed at any emission
wavelength while the excitation wavelength is scanned in a certain spectral
range. It is measured the variation of emission intensity at a fixed energy
(wavelength) while changing excitation energy in the desired spectral region.
The peaks in the PLE spectra provide a range of wavelengths over which the
sample absorbs and emits at the chosen emission wavelength, and thereby
essentially supplying a map of the electronic energy structure of the material.

– In emission spectra, the excitation wavelength is fixed and the intensity of the
emitted light is measured at different wavelengths by scanning the emission
monochromator. The λexc is established by the PLE spectrum of the material.
The wavelength associated with the highest intensity excitation peak in PLE
spectrum is the one that will be set as excitation radiation for the sample.
The incident radiation influences the intensity of emission peaks, but not the
wavelength of the emitted light that is characteristic of the nanophosphor.
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Results and Discussion

The research project developed during this thesis was mainly focused on the working
out a procedure for the synthesis of undoped Na3InF6 nanocrystal (NCs). More
than thirty reactions were repeated in order to determine the best conditions for the
synthesis of this nanomaterial.

The first group of reactions made it possible to implement changes in the nano-
particle purification process. The samples obtained by the first laboratory exper-
iments showed a heterogeneous population in shape, size and beam sensitivity to
electrons in TEM measurements. The samples contained both very small structures
(less than 100 nm) and very elongated structures of the order of a few micromet-
ers. When the beam of electrons was focused on a specific area of the TEM grid
the sample started to damage showing contamination due to the organic ligands
(oleate), as shown in Figure 3.1.

Figure 3.1: TEM images obtained at an accelerating voltage of 100 kV before (rigth)
and after (left) focusing the electron beam on the specific area of the TEM grid.

X-ray diffraction patterns of these first samples evidenced the presence of sodium
fluoride, a by-product of the synthetic reaction.
The heterogeneity of the sample and the greater intensity of the signal of NaF in
XRD pattern suggested some issues related to the purification of the nanoparticles
themselves.

The NCs obtained had a high affinity towards apolar solvents since their surface is
decorated with hydrophobic organic ligands (oleate). Oleate is a carboxylate made

67
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up of a long carbon chain and therefore has some strong affinity towards apolar or-
ganic solvents. Furthermore, the external surface of each nanocrystal has a positive
charge due to an excess of indium ions having unsaturated valency. The molecules of
oleate, being a negative monodentate ligand, are therefore attracted to the surface
of the NCs making a sort of organic shell that surrounds the inner inorganic core.
The experimental procedure carried out in this thesis project was inspired by a pro-
tocol for the synthesis of sodium gadolinium fluoride particles. In this protocol, the
precipitation of NaGdF4 NPs is performed using a volume ratio 1:1 between the
medium in which the NPs are dispersed and the antisolvent. It is reasonable to
hypothesize that the affinity of Na3InF6 NPS towards the reaction liquid (mixture
of 1-octadecene and oleic acid) is greater than the one exhibited by NaGdF4 NPs.
Therefore, Na3InF6 NCs resided in the supernatant after centrifugation. For these
reasons, the first purification step of the nanoparticles consisted in the precipitation
of the nanoparticles using a volumetric ratio 1:2 between the final product of the
reaction and ethanol. In order to remove the by-product of the reaction (NaF), a
further purification step was added: NCs dispersed in cyclohexane were centrifuged
for 2 minutes using a low centrifugal force (500 g) to cause the precipitation of the
salt, NaF, which should be poorly soluble in a mixture of cyclohexane and oleic
acid. Despite this additional purification step, two fingerprint reflections of sodium
fluoride were still observed in some XRD patterns of different final samples. The
critical issue of this further purification step is probably related to the transfer of
the supernatant (containing the Na3InF6 NCs) using a Pasteur pipette into a new
container. It can be presumed that a small part of NaF is still collected. However,
it was possible to overcome this issue by combining the extra purification step with
the increasing of the amount of antisolvent (ethanol). In this way, it was possible
to obtain the first TEM images of the sought nanoparticles. Figure 3.2 reports two
TEM images showing the substantial differences between the samples obtained with
or without these variations in the purification procedure.

Figure 3.2: TEM images before (rigth, obtained at an accelerating voltage of 100
kV) and after (left, obtained at an accelerating voltage of 100 kV) optimisation of
the protocol for the purification of Na3InF6 NCs.

Once the purification steps of the nanoparticles were modified, it was possible to
focus on optimisation of the growth conditions of the nanoparticles. Various para-
meters can determine variations in size, shape and crystalline phase of the nano-
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particles, such as temperature, quantity of reagents, types of organic ligand, heating
rate and reaction time. Three main parameters were explored:

i) Heating rate at which the reaction mixture reached the desired temperature.
The heating mantle had a two-level power regulator: 50% and 100%. When
it was set to the lowest level the heating rate was approximately 7 °C/min,
while approximately 15 °C/min when set to maximum power.

ii) Temperature involved in the growth of nanoparticles. The effects of reaction
temperature in the formation and growth of nanoparticles are often explored
during optimisation of synthetic procedure as it usually plays a determining
role. Three temperatures has been analysed: 270 °C, 280 °C and 290 °C.

iii) Time duration of nanoparticle growth. The reaction time, as the temperature,
is often explored during optimisation of synthetic procedure. Four time ranges
has been analysed: 30, 60, 90 and 120 minutes.

The heating rate was the first parameter studied. This parameter was determined
manually for five different reactions. When the power was set to the minimum level
the heating rate varied from 6.6 °C/min to 7.8 °C/min with an arithmetic mean
of 6.9 °C/min; in the other case the heating rate varied from 14.0 °C/min to 15.2
°C/min with an arithmetic mean of 14.7 °C/min. Figure 3.3 shows TEM images
of two different samples obtained with the same reaction conditions except for the
heating rate.

Figure 3.3: TEM images of samples obtained with low (right, accelerating voltage
60kV) and high (left, accelerating voltage 80kV) heating rate. Both samples were
obtained with 30 minute growing time rate at 270°C.

There are no significant differences in terms of size of the nanoparticles however it
can be noted that the nanostructures appeared more homogeneous using a lower
heating rate. The edges of nanoparticles appeared more clearly defined heating at
∼ 7 °C/min probably due to an enhanced control in the growth of the nuclei ob-
tained during the nucleation phase. In addition, the nanomaterials obtained with a
lower heating rate seemed slightly less sensitive to the electron beam. It should be
stressed that from this point onwards all reported TEM images were obtained with
an accelerating voltage of 60-80 kV instead of 100 kV as for the previous images in
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Figures 3.1 and 3.2. The diffraction patterns of the samples obtained at 270°C and
280°C with two different heating rates, seemed to indicate that using the heating
mantle at maximum power resulted in a lower contribution of the amorphous phase,
see Figure 3.4.

Figure 3.4: XRD patterns of samples obtained at 270 °C, 280 °C and 290 °C after 30
minutes using the same heating mantle set on two distinct power levels. Asterisks
mark the broad signal typical for amorphous materials.

Based on these results, it was decided to carry out all the following experiments
with the lowest heating rate, partly because the device when set at minimum power
allowed less fluctuations of temperature during the chemical reaction. A greater
control of the synthesis temperature results also in a greater reproducibility of the
synthesis itself.

In order to find the best synthesis temperature, different experiments were performed
keeping all the reaction conditions constant except the temperature itself. During
each experiment, four aliquots of sample were collected at regular intervals of 30
minutes, up to 120 minutes, to determine also the ideal growth time. Therefore,
three different temperatures were studied: 270°C, 280°C and 290°C. For each of
them, four different samples were associated depending on the growth time: after
30, 60, 90 and 120 minutes. The volume of the first three aliquots was 1 mL each,
while the final aliquot after two hours of reaction was all the remaining reagent
mixture, i.e. approximately 7 mL. For each sample, TEM was performed in order to
note changes in morphology or size, and XRD to determine the crystalline phases
obtained. For each sample, the nanoparticle sizes were determined from the analysis
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of the TEM images. Using the ImageJ software, the values of the major axis (length)
and minor axis (width) were determined. For each sample, about 300 width and
length values were obtained. From these data, the distribution of dimensions for
each sample was therefore determined.[130]

In Figure 3.5 TEM images of samples obtained at 270 °C after different growth time
are shown.

Figure 3.5: TEM images of samples obtained at 270 °C after a) 30 min, b) 60 min,
c) 90 min and d) 120 min. Accelerating voltage of 60kV.

In Figure 3.6 and 3.7 size distributions of samples obtained at 270 °C after different
growth time are shown.

Figure 3.6: Distributions of nanostructures lengths obtained at 270 °C after a) 30
min, b) 60 min, c) 90 min and d) 120 min. Data determined by analysing TEM
images.

Figure 3.7: Distributions of nanostructures widths obtained at 270 °C after a) 30
min, b) 60 min, c) 90 min and d) 120 min. Data determined by analysing TEM
images.
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In Figure 3.8 XRD patterns of samples obtained at 270 °C after different growth
time are shown.

Figure 3.8: XRD patterns of samples obtained at 270 °C after 30 min, 60 min, 90
min and 120 min. Asterisks mark the broad signal typical for amorphous materials.
Question marks indicate reflections associated with the unknown phase(s).

On the basis of the results presented for the samples obtained at 270 °C it can be
seen that there are no significant changes between samples obtained after 30 and
60 minutes of growth. Exceeding the hour of nanocrystal growth, the presence of
large nanoparticles (approximately 150 nm) can be observed in the TEM images
and the presence of additional reflections not associated to the monoclinic phase of
Na3InF6. It should be stressed that in all the diffraction patterns reported in this
thesis work, the data for the angles 38.6-39.9°and 55.8-56.2°were removed since two
reflections of sodium fluoride are located in these two positions which, as already
mentioned, is a byproduct of the reaction. The complete diffraction patterns from
15 °to 60 °are shown in the appendix4.1. The omission of these small angular gaps
in the diffraction patterns was done in order to show the clearest possible results by
focusing only on determining the ideal temperature and growth time.

In Figure 3.9 TEM images of samples obtained at 280 °C after different growth time
are shown.
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Figure 3.9: TEM images of samples obtained at 280 °C after a) 30 min, b) 60 min,
c) 90 min and d) 120 min. Accelerating voltage of 60kV.

In Figure 3.10 and 3.11 size distributions of samples obtained at 280 °C after different
growth time are shown.

Figure 3.10: Distributions of nanostructures lengths obtained at 280 °C after a) 30
min, b) 60 min, c) 90 min and d) 120 min. Data determined by analysing TEM
images.

Figure 3.11: Distributions of nanostructures widths obtained at 280 °C after a) 30
min, b) 60 min, c) 90 min and d) 120 min. Data determined by analysing TEM
images.

In Figure 3.12 XRD patterns of samples obtained at 280 °C after different growth
time are shown.

No significant changes between the samples obtained after 30 and 60 minutes of
nanocrystal grown at 280 °C, as for the previous temperature also at 270 °C. How-
ever, upon exceeding the hour of nanoparticles growth, the presence of large nano-
particles can be observed again in the TEM images and, above all, the presence of
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Figure 3.12: XRD patterns of samples obtained at 280 °C after 30 min, 60 min, 90
min and 120 min. Asterisks mark the broad signal typical for amorphous materials.
Question marks indicate reflections associated with the unknown phase(s).

additional reflections not associated with the monoclinic phase of Na3InF6 are still
detected. In particular, after two hours of growth of the NCs, it can be seen that
the intensity of the additional reflections is greater than the one observed at 270 °C.
This can suggest that the formation of the new phase (or new phases) formed after
at least one hour of reaction is favored at higher temperatures.

In Figure 3.13 TEM images of samples obtained at 290 °C after different growth
time are shown.

Figure 3.13: TEM images of samples obtained at 290 °C after a) 30 min, b) 60 min,
c) 90 min and d) 120 min. Accelerating voltage of 60kV.

In Figure 3.14 and 3.15 size distributions of samples obtained at 290 °C after different
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growth time are shown.

Figure 3.14: Distributions of nanostructures lengths obtained at 290 °C after a) 30
min, b) 60 min, c) 90 min and d) 120 min. Data determined by analysing TEM
images.

Figure 3.15: Distributions of nanostructures widths obtained at 290 °C after a) 30
min, b) 60 min, c) 90 min and d) 120 min. Data determined by analysing TEM
images.

The trend noted at the previous two temperatures of no significant change between
samples obtained after 30 and 60 minutes of nanocrystal growth was also maintained
at 290 °C. Once again, extending the time of nanoparticle growth, the presence of
large nanoparticles can be observed in the TEM images. At the 90-minute mark,
almost only large-sized nanoparticles (around 130-150 nm) were visible from the
TEM images. The diffraction patterns demonstrate how Na3InF6 in the monoclinic
phase is obtained at 290 °C and short reaction times. From the comparison at short
growth times it can be seen that the amorphous component at 290 °C is lower than
at lower temperatures. It is probable that at higher growth temperatures, as a
greater quantity of thermal energy is supplied during the formation of the crystal-
line lattices, a reduction in intrinsic structural defects may occur and therefore in
all respects a better crystalline structure.

Regarding the additional phase(s) found after one hour of growth, XRD patterns
of the samples obtained at 290 °C after 90 and 120 minutes appeared rather noisy,
indicating a significant contribution of amorphous materials. While in XRD pat-
tern, shown in Figure 3.12, the reflections associated to the monoclinic Na3InF6
can still be observed, they were almost imperceptible in XRD pattern of sample
after two hours, Figure 3.16. The reflections with greater intensity in this last
XRD pattern were associated with unknown phase(s). The diffraction patterns of



76 CHAPTER 3. RESULTS AND DISCUSSION

Figure 3.16: XRD patterns of samples obtained at 290 °C after 30 min, 60 min, 90
min and 120 min. Asterisks mark the broad signal typical for amorphous materials.
Question marks indicate reflections associated with the unknown phase(s).

samples obtained at long nanoparticle growth times were compared in order to de-
termine the unknown phase(s) with approximately 30 possible materials: NaF (cu-
bic phase), InF3 (trigonal phase), Na3InF6 (cubic phase), NaF3 (tetragonal phase),
Na5InO4 (both orthorombic phases), Na21In5O15 (monoclinic phase), Na24In5O15
(cubic phase), NaInO2 (trigonal phase), NaInO3 (cubic), In2O3 (one cubic, one
hexagonal, two monoclinic and four orthorombic phases), InO (two monoclinic
and one orthorombic phase), orthorombic InO3, Na2O (one cubic and two trigonal
phases), Na2O2 (cubic and trigonal phases), NaO2 (trigonal and cubic phases), InOF
(orthorombic and triclinic phases) and InOF2 (monoclinic phase). Despite this re-
search, the exact unknown crystalline phase has not been identified yet. It is possible
that the unassigned signals are a superposition of reflections deriving from differ-
ent materials, probably metal oxides but, again, unambiguous determination of the
phase(s) was not possible. In the future, a reaction can be carried out at very long
times and then examine the resulting diffraction pattern. It is possible that by fur-
ther extending the times we may notice a prevalence of one crystalline phase rather
than another, thus favoring the identification of the materials obtained. Figure 3.17
shows a qualitative diagram that illustrates the transition from having only the re-
flections of the monoclinic phase of sodium indium fluoride (short reaction times)
to have instead essentially those reflections associated with unknown phase(s) (long
reaction times and higher temperature).
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Figure 3.17: Qualitative schematic representation of the change in the crystalline
phases contained in the samples. The diagram refers to the XRD patterns of samples
obtained at different temperatures and reaction times. The solid lines represent
the trend of the monoclinic Na3InF6, while the dashed lines represent that of the
unknown phase(s). Blue, yellow and green lines mark temperatures 270, 280 and
290 °C respectively.

Concerning the optimal parameters for the preparation of Na3InF6 NCs in light of
all the reported results, the synthesis temperature was selected at 290 °C since the
contribution due to amorphous phases was less visible on XRD patterns compared
to those at lower temperatures and 30 minutes was chosen as ideal growth time. In
the diffraction pattern of the sample obtained at 290 °C after an hour of growth the
peak of the unknown phase was visible (slightly), while at short growth times the
only material obtained was Na3InF6 in the monoclinic phase (and the by-product
not totally removed, cubic NaF).

As previously described, the main by-product formed during the synthesis of oleate-
capped Na3InF6 NCs is sodium fluoride. This salt is difficult to remove as it is
poorly soluble in both alcohol and water at room temperature. For this reason,
during the washing steps of the nanoparticles with ethanol and/or methanol, most
of the sodium fluoride precipitates together with the NCs. The separation between
the nanoparticles and sodium fluoride was achieved immediately after the first re-
dispersion of the sample in cyclohexane and oleic acid. The sample was centrifuged
at low speed and the white pellet was discarded. However, as mentioned, two rather
intense reflections associated with NaF were still observed in the diffraction patterns
of some samples. With the aim of definitively separating the oleate-capped Na3InF6
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nanoparticles from sodium fluoride, an additional purification procedure was de-
termined in case the samples were not completely pure. The final sample containing
also sodium fluoride was dispersed in a mixture of oleic acid and cylohexane (1:7)
and it was centrifuged for five minutes at 2’000 g. After the centrifugation a cer-
tain quantity of white precipitate was visible on the bottom of the falcon tube, the
supernatant was collected and subsequently analysed with X-ray diffraction. The
patterns of two samples before and after this additional purification step are shown
in Figure 3.18. The intensity of reflections due to sodium fluoride after precipitation
is profoundly decreased (more than halved). However, even in the purified sample
the sodium fluoride reflections remain observable. To remove completely sodium
fluoride is probably required, besides this additional centrifugation step (NCs dis-
persed in oleic acid and cyclohexane), a purification of NCs in water (precipitation
of NCs and removal of NaF dissolved in H2O). The presence of such reflections is
not diagnostic for quantitative assumptions given that the intensity of the signal in
the diffraction patterns is not only dependent on the amount of crystalline phase,
but also depends on the number of crystallites oriented along a specific direction.

Figure 3.18: XRD patterns of oleate-capped NCs samples before (dark green) and
after (light green) the addition purification step. Sodium fluoride (on the bottom of
the graph) shows in the angular range 15-60°only two reflections associated to the
family of planes [220] (tabulated value of 2 θ=39.38°) and [200] (tabulated value of
2 θ=56.94°). In the middle is also shown in grey the reference pattern of Na3InF6.

As explained in Chapter 1, Na3InF6 has all the ideal characteristics to act as an
excellent and versatile host material for luminescent ions. To prove this ambivalent
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ability of Na3InF6 as host for both lanthanide ions and transition metals, NCs were
doped with Cr(III) and Nd(III) with concentrations of 2% or 5%. These concen-
trations were chosen arbitrarily. Doping ion concentrations in luminescent NCs less
than 10% are preferable to reduce concentration quenching.
In Figure 3.20 TEM images of samples obtained at 290 °C and 30 minutes of re-
action time with different percentages of dopant ions are shown. The TEM image
of sample doped with 2% of Cr(III) is not reported given that the sample probably
contained a great amount of NaF (by-product) preventing the view of Na3InF6 NCs
through the TEM.

(a) 5% Cr(III) oleate-capped Na3InF6
NCs.

(b) 5% Nd(III) oleate-capped Na3InF6
NCs.

(a) 2% Nd(III) oleate-capped Na3InF6
NCs.

(b) 2% Nd(III) 5% Cr(III) oleate-capped
Na3InF6 NCs

Figure 3.20: TEM images of doped and codoped samples obtained at 290 °C and 30
minutes of reaction time. Images obtained at 60kV of accelerating voltage.

In Figure 3.21 XRD patterns of undoped, doped –either with chromium (III) or
neodymium(III)–and co-doped are shown.1

It can be seen that diffraction patterns resemble each other visually, especially those
doped and undoped. There is a slight difference in terms of signal width when

1The doping percentages are referred to the molar ratio between Indium(III) and dopant ions
and not in terms of number of dopant ions.
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Figure 3.21: XRD pattern of undoped, doped and co-doped oleate-capped Na3InF6
NCs obtained with heating rate ∼ 7 °C/min, at 290 °C after 30 minutes of growth.

comparing the pattern of the undoped sample with the doped samples, except for
the sample doped with 2% neodymium where the broadening of the reflections is
comparable to that derived from the undoped sample. The broadening of the signals
in diffraction patterns is a hallmark of nanomaterials. As can be seen in Figure 3.18,
the difference in terms of signal width between the Na3InF6 and sodium fluoride
signals is appreciable. The reflections associated with sodium fluoride are very
narrow, in fact the crystallites had dimensions varying from hundreds of nanometers
to a few micrometres. While the sizes of the Na3InF6 NCs are certainly much smaller
and in fact the signals are much broader. A further broadening of the reflections in
the doped samples compared to the undoped one is therefore indicative of a smaller
size of the NCs themselves.
In addition, it is possible to observe a clear difference between the co-doped sample
and all the other undoped or doped samples in the 2 θ range from 18°to 23°of the
XRD patterns, shown in Figure 3.22. The relative intensity between the reflection
planes (011) and (100) differs in the co-doped oleate-capped Na3InF6 NCs compared
to the others. This can suggest the presence of a preferential growth axis parallel
with (100) crystallographic orientation for this nanomaterials.
It would be interesting in the future to further analyze the diffraction patterns to
determine whether there are variations in the cell parameters due to the replacement
of indium with larger (trivalent neodymium) or smaller (trivalent chromium) ions.
In addition, it should be also possible to estimate the size of the crystallites from
the analysis of the broadening of the signals in diffraction patterns.

As it can be seen, however, the synthesis conditions chosen during the optimization
of the procedure (heating rate, temperature and growth time) appear to be optimal.
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Figure 3.22: Zoom of the reflections in XRD patterns of undoped, doped and co-
doped oleate-capped Na3InF6 NCs obtained with heating rate ∼ 7 °C/min, at 290
°C after 30 minutes of growth.

There is a negligible contribution from amorphous phases and no signals of the un-
known phase(s) in the diffraction patterns of doped or codoped materials. In the
case of the sample doped with 2% with Cr(III) compared to XRD pattern of other
samples, a more marked (but still not very intense) presence of amorphous can be
detected. However, this sample was made with a different heating mantle so it is
possible that the growth conditions were not the same (in particular heating rate
and temperature fluctuations during sample preparation).

Surface functionalization and phase transfer of colloidal NCs were also explored while
trying to preserve the size and shape of the NCs. The procedure was inspired by
two protocols already available in the literature.[131, 132] As illustrated in Chapter
1, Na3InF6 NCs have been studied in this thesis work presuming a future applica-
tion purpose in the biomedical field. Therefore, it was necessary to transfer these
nanoparticles into a dispersing medium more similar to biological applications, i.e.
water.
Indium(III) ions on the surface of the nanoparticles interact electrostatically with
oleate molecules. Oleate is a ligand with a high affinity towards apolar dispersing
media, thus oleate-capped Na3InF6 NCs were dispersed in cyclohexane. In order
to transfer the various samples to an aqueous milieu, the organi hydrophobic ligad
should be removed from the surface of the NCs and they should be replaced with
ligands with affinity towards polar media.
Experimentally, oleate molecules were removed with the use of triethyloxonium tet-
rafluoroborate EtO3

+BF4
−. This reagent is made up of a strong cation EtO3

+ and
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an anion BF4
−,which is able to replace the original organic ligands attached to the

surface of the NCs while maintaining neutrality of the NCs surface and thus also
their stability. EtO3

+ cations stabilise the carboxylate ion of the oleate molecules.
Therefore, Na3InF6 NCs after the reaction results capped with various BF4

− ions en-
abling the dispersions of NCs in hydrophilic media such as N,N-dimethylformamide.
Conversely, the various free oleate molecules neutralised by the ions EtO3

+ remain
dissolved in the hydrophobic medium (cyclohexane).
Once these BF4

−-capped Na3InF6 NCs were obtained, it was possible to replace the
BF4

− ions with ligands with affinity towards aqueous media. The binding affinity
between In(III) ions on the NCs surface and BF4

− is weak so the replacement of
these anions with a different polar ligand usually happens without issues. Citrate
was chosen as hydrophilic ligands for the transfer of the BF4

−-capped Na3InF6 NCs
into aqueous media. Citrate ion has three COO− groups, so it can act as tridentate
ligands, although it can also act as bidentate due to steric hindrance. DLS was used
in order to obtain information on the aggregation state of nanoparticles in different
dispersion media. In order to optimise the transfer of oleate-capped Na3InF6 NCs
into the aqueous phase, different attempts were carried out. Both the ideal amounts
of Meerwein’s salt for oleate stripping and methods of treating the sample were stud-
ied. In Figure 3.24, four DLS spectra are shown, for each sample are reported three
repeated intensity-based and numeric-based size distributions. In Figure 3.24a, the
DLS spectra of citrate-capped Na3InF6 NCs in DI water obtained by the stripping
of oleate molecules using nitrosonium tetrafluoroborate, NOBF4 is shown. This was
the first attempt to transfer the oleate-capped Na3InF6 NCs into water, however,
as can also be seen from the TEM images shown in Figure 3.23, the surface of NCs
seemed almost abraded and NCs appeared shrunken after the treatment.

(a) Oleate-capped Na3InF6 NCs ob-
tained after 30 min at 270 °C.

(b) Citrate-capped Na3InF6 NCs ob-
tained by oleate stripping with NOBF4.

Figure 3.23: TEM images obtained at an accelerating voltage of 60 kV.

In addition, the relative frequency of objects with great size (> 100 nm) is higher
for the sample with chNa3InF6 NCs coated with citrate in water (treated with
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(a) Citrate-capped Na3InF6 NCs in water,
oleate stripping with NOBF4.

(b) Oleate-capped Na3InF6 NCs in cyclo-
hexane and oleic acid.

(c) Citrate-capped Na3InF6 NCs in wa-
ter obtained by oleate stripping with
EtO3BF4(10 minutes of reaction under stir-
ring and 5x excess of reagent).

(d) Citrate-capped Na3InF6 NCs in water
obtained by oleate stripping with EtO3BF4
(1 minute of reaction and 6x excess of re-
agent).

Figure 3.24: DLS intensity size distributions (solid lines) and number size distribu-
tions (dashed lines) of different Na3InF6 NCs.

chNOBF4, Figure 3.24a) compared to the sample containing chNa3InF6 NCs coated
with oleate dispersed in cyclohexane, Figure 3.24b. This can indicate a more sig-
nificant presence of aggregates in dispersion. In conclusion, the NCs after this first
water transfer attempt appeared with a less homogeneous surface and more aggreg-
ated. These results suggested that the reagent (NOBF4) used was too strong and
caused abrasion of the NCs surface. For this reason it was then decided to use Meer-
wein’s salt for the oleate stripping instead of NOBF4. DLS spectra of citrate-capped
Na3InF6 NCs obtained with different amount of EtO3BF4 and different contact time
with the reagent are shown in Figure 3.24c and 3.24d. Even in these two samples in
water the intensity size distributions showed a greater relative frequency suggesting
the presence of aggregates within dispersions.
In order to find the optimal transfer conditions in water, 12 different samples were
made by varying the quantities of reagent (excess of 2.5, 1.25 and 0.75 times) and
the reaction time (0, 3, 6, 9 minutes). The intensity and number size distributions
of the sample obtained with higher excess of reagent and longer reaction time are re-
ported below, see Figure 3.25. As it can be seen from the intensity size distributions,
there is also in this case the presence of aggregates with a hydrodynamic diameter
of about 110 nm, while the number size distributions suggested the presence of NCs
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between 14 and 19 nm, similar to the data obtained from the TEM images, see
Figure 3.6 and 3.7. The DLS results of the other samples are not reported as they
are not very conclusive. The water transfer of the NCs was certainly carried out
however the optimal parameters were not definitively determined. However, so far
the best results have been obtained with a 2.5x excess of reagent compared to the
theoretical quantity of NCs and 9 minutes of reaction.

Figure 3.25: DLS intensity size distributions (solid lines) and number size distri-
butions (dashed lines) of citrate-capped Na3InF6 NCs in water after stripping with
EtO3BF4, reaction time of 9 minutes.

FTIR spectroscopy was used to verify that the crystals were capped with oleate
when dispersed in cyclohexane and with citrate when in aqueous phase. The FTIR
spectra of the free ligands, oleic acid and citrate respectively, and of the (dried)
samples of oleate-capped and citrate-capped NCs are shown in Figure 3.26. The
FTIR spectrum of the oleate-capped NCs compared with that of the free oleic acid
indicated that the surface of the NCs in cyclohexane were surrounded by many
molecules of oleate through the COO− group. As it can be seen from Figure 3.26
the typical peak associated with the stretching of the C=O bond usually located at
1720 - 1680 cm−1 was observable in the spectrum of oleic acid, while it was absent
in the spectrum of the experimental sample. While the asymmetric and symmetric
stretching which usually give rise to peaks at ∼1’500 cm−1 and ∼1’400 cm−1 were
observable in both FTIR spectra. In the region 3’000-2’800 cm−1 of both spectra, the
stretching of the C-H bond, close to the double bond along the unsaturated chain,
the symmetric and asymmetric stretching of the C-H bond in methylene group were
visible. Finally, peaks associated with the bending of the C-H bonds appeared to
be less intense in the case of oleate bound to the surface of NCs. These results
suggested that the surface of the nanoparticles was decorated with oleate molecules
through the COO− group and that these molecules have less degrees of freedom
when attached to the NC surface.

The FTIR spectrum of the citrate-capped NCs compared with that of the free tris-
odium citrate suggested that the surface of the NCs in water were surrounded by
citrate through the COO− groups, shown in Figure 3.26. In both FTIR spectra
the typical broadened and rounded signal at approximately 3450 cm–1 generated
by O-H stretching is clearly visible. However, the signal appeared broader in the
FTIR spectrum of citrate-capped Na3InF6 NCs probably due to traces of water in
the sample. The characteristic peaks at 1’400 cm−1 and 1’440 cm−1 correspond
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(a) Free oleic acid and oleate-capped
Na3InF6 NCs.

(b) Free trisodium citrate and citrate-
capped Na3InF6 NCs.

Figure 3.26: FTIR spectra of the same samples before and after the surface func-
tionalization, and of two associated free ligands.

to the symmetric and asymmetric stretching of COO− confirming the electrostatic
interaction between citrate and nanoparticles. The presence of fewer signals in the
spectrum of the nanoparticles compared to that of the free trisodium citrate, as
in the case of oleate-capped NCs, was also ascribed to the limited mobility of the
molecules when bound to the surface of the NC. In conclusion, the surface func-
tionalisation of Na3InF6 NCs by oleate and by citrate ions was proven by FT-IR
measurements.

The luminescent properties were explored by examining the excitation and emission
spectra of the singly doped and co-doped samples at room temperature, see Figure
??. The luminescent properties of the sample doped with 5% chromium were the
first to be evaluated. Since Cr(III) is very sensitive to the crystalline surroundings
there was the possibility of not obtaining any signal. Figure 3.27a shows the PLE
(dashed line) and PL (solid line) spectrum for this sample. The 5% Cr(III) oleate-
capped Na3InF6 NCs exhibited three broad excitation bands (300-690 nm) and one
emission band in the red-NIR range (700-850 nm). The excitation bands peaking
at 333, 436 and 650 nm were ascribed to the 4A2g → 4T1g(P), 4A2g → 4T1g(F) and
4A2g → 4T2g(F) transitions of the Cr(III) ions, respectively. Upon excitation at 630
nm,5% Cr(III) oleate-capped Na3InF6 NCs displayed a NIR emission peaking at 772
and 788 nm which derived from the 4T2 →4 A2g transitions of Cr(III).
The oleate-capped Na3InF6 NCs were thus found to be an effective host material for
Cr(III). To assess if the co-doped sample also exhibited Cr(III) luminescence, the
PLE and PL spectra were recorded for this sample under the same conditions used
above. As it can be seen in Figure 3.27b, the 2% Nd(III)/5% Cr(III) oleate-capped
Na3InF6 NCs exhibited three broad excitation bands (300-690 nm) and one emission
band in the red-NIR range like for the doped sample. Therefore, the luminescent
properties of the co-doped sample were proven for Cr(III).
Subsequently, the PL spectra of the 2% Nd(III) and codoped sample were also re-
corded to evaluate the emission of the lanthanide ion when incorporated into the
oleate-capped Na3InF6 NCs. As mentioned in chapter 1, Nd(III) is usually excited
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(a) 5% Cr(III) oleate-capped Na3InF6 NCs.
The normalised PL spectrum was recorded
with 630 nm excitation. The normalised
PLE was monitored at a fixed wavelength
of 780 nm.

(b) 2% Nd(III) 5% Cr(III) oleate-capped
Na3InF6 NCs. The normalised PL spectrum
was recorded with 630 nm excitation. The
normalised PLE was monitored at a fixed
wavelength of 780 nm.

(c) 2% Nd(III) oleate-capped Na3InF6 NCs.
PL spectrum obtained upon excitation at
808 nm.

(d) 2% Nd(III) 5% Cr(III) oleate-capped
Na3InF6 NCs. PL spectra obtained upon ex-
citation at 405 nm (left) and 808 nm (right).

Figure 3.27: PL (solid lines) and PLE (dashed lines) spectra of doped and co-doped
samples obtained with FS5 spectrofluorometer (spectra on the top) or Ocean Optics
Spectrometer (spectra on the bottom).

with lasers with a wavelength of 750-850 nm. Here, the laser used had a wavelength
of 808 nm. 2% Nd(III) oleate-capped Na3InF6 NCs exhibited three narrow emis-
sion bands peaking at 1048 and 1395 nm were ascribed to the 4F3/2 →4 I11/2 and
4F3/2 →4 I13/2 transitions of Nd(III), respectively as can be seen in Figure 3.27c.
Finally, the PL spectra of 2% Nd(III) 5% Cr(III) oleate-capped Na3InF6 NCs in
Figure 3.27d obtained upon excitation at 405 nm, to excite Cr(III), and at 808 nm,
to excite Nd(III), proved the incorporation of both doping ions. The same sample,
depending on the excitation wavelength used, showed emission in the red-NIR (700-
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850 nm) or in the NIR range (1000-1100 and 1300-1400).
These results in terms of luminescence prove the versatility of Na3InF6 NCs as host
nanomaterial for the incorporation of both transition metals and lanthanides.

Doped and co-doped oleate-capped Na3InF6 NCs were further analysed through
high-resolution transmission electron microscopy (HR-TEM) and selected area elec-
tron diffraction (SAED). HRTEM micrograph were obtained using a JEOL HRTEM
operated at 200 kV.

Figure 3.28: HRTEM micrograph (left) and SAED pattern of 5% Cr(III) oleate-
capped Na3InF6 NCs. The white arrow marks NC.

Figure 3.29: HRTEM micrographs 2% Nd(III) oleate-capped Na3InF6 NCs. The
white arrow marks NC.

Both HRTEM images and SAED pattern of doped and co-doped NCs further proved
that the obtained samples were crystalline. The SAED pattern showed several rings
made up of numerous bright points, each of them originated by a Bragg plane in a
single crystallite, indicating the poly-nanocrystalline nature of samples. The SAED
pattern for 5% Cr(III) oleate-capped Na3InF6 NCs is reported in Figure 3.28. From
the HRTEM micrographs show in Figure 3.29 and 3.30 can be observed as the sizes
of the Na3InF6 NCs appeared smaller than those obtained from the TEM images
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Figure 3.30: HRTEM micrographs 2% Nd(III) 5% Cr(III) oleate-capped Na3InF6
NCs. The white arrow marks NC.

and DLS spectra. However, the number size distributions obtained through DLS
referred to hydrodynamic diameters and it is not uncommon that these sizes are
slightly larger than the diameters of dried NCs. The presence of organic ligands
(oleate) on the surface of the Na3InF6 NCs might have caused the measurement of
sizes that do not refer to the individual nanocrystallite, but rather to the oleate-
capped NC. In the future, to uniquely measure the sizes of Na3InF6 NCs, HRTEM
analyses might be carried out on samples containing NCs without oleate molecules
on the surface (after having optimised the conditions for the transfer of NCs into
water). Otherwise, as mentioned, the sizes of the Na3InF6 NCs might be estimated
by refining and analysing the reflections on XRD patterns.



Conclusion

In this thesis work, the experimental procedure to synthesize undoped, doped and
codoped Na3InF6 nanocrystals has been illustrated in detail. The Na3InF6 NCs were
grown by co-precipitation in a binary solvent mixture of oleic acid and 1-octadecene.
The oleic acid played a dual role: as solvent and capping ligand stabilising the syn-
thesised NCs in organic solvents. The surface of the synthesized NCs was also
functionalized to make them water-compatible through a ligand exchange approach
(from oleate to citrate). The results obtained by TEM, HR-TEM, SAED and XRD
proved that the experimentally obtained samples consisted of nanometric monoclinic
Na3InF6 crystallites. Furthermore, after preparing the appropriate precursors of the
chosen lanthanide ion and transition metal (Nd(III) and Cr(III)), doping of the NCs
with variable concentrations of luminescent dopants was performed. The suitable
size, charge, and crystal size occupied by indium ions make the incorporation of both
these ions in Na3InF6 nanocrystals possible. Succesful doping was demonstrated for
doped and co-doped samples through PLE and PL measurements. These results
proved the versatility of Na3InF6 in terms of possibility to dope simultaneously
Nd(III) and Cr(III). This ability of dual doping may allow in the future to obtain
innovative and intriguing optical properties from the synergistic effect of different
ions. From the standpoint of future prospects, the surface of such NCs may be
functionalized with an epitaxial layer of Na3InF6, other inorganic materials, or with
biocompatible ligands to enhance the NCs’ luminescent properties and make them
amenable to biomedical applications. Future studies will also entail the exploration
of different Cr(III) and Nd(III) concentrations, the incorporation of other lumines-
cent lanthanide and transition metal ions, as well as the study of the luminescence
of these NCs as a function of temperature to extract quantitative information about
the physical mechanisms underpinning their optical properties. Upon optimization
of these nanomaterials, future possible applications include their use as luminescent
probes in biological samples, in 3D visualizations, and in solar energy conversion.
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4.1 Appendix

Figure 4.1: XRD patterns of samples obtained at 270 °C after 30 min, 60 min, 90
min and 120 min.

Figure 4.2: XRD patterns of samples obtained at 280 °C after 30 min, 60 min, 90
min and 120 min.
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Figure 4.3: XRD patterns of samples obtained at 290 °C after 30 min, 60 min, 90
min and 120 min.

Figure 4.4: XRD pattern of undoped, doped and co-doped oleate-capped Na3InF6
NCs obtained with heating rate ∼ 7 °C/min, at 290 °C after 30 minutes of growth.
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